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The Industrial Geographer: An Editorial Transition

When the first issue of The Industrial Geographer was published in September 2003, the editors (Neil Reid and Jay Gatrell) sought to provide a venue for theoretically-driven, empirically-based research in economic geography. Since this first issue, the open-access journal has published dozens of innovative papers examining nearly every aspect of economic geography. The success of the first open-access journal focused on economic geography is due to the labors of Drs. Reid and Gatrell. As the new editors of the journal, Ron Kalafsky and I hope to continue to shepherd the journal and strive to increase the visibility of papers published in it.

As part of our effort to maintain the topical diversity cultivated by the founding editors, we encourage manuscript submissions from any aspect of economic geography as long as they are structured as empirically-oriented papers. We would particularly like to encourage manuscripts that take either industry-specific, place-based or policy-oriented approaches. The definition of ‘industry’ can extend beyond the term’s traditional links with manufacturing. Case studies with a spatial focus are also highly encouraged. We welcome both established and emerging scholars the opportunity to assemble special issues – contact an editor if you would like to more information on this opportunity.

In addition to maintaining the quality and visibility of The Industrial Geographer, as editors we will strive to offer authors:

- Quick turnaround of manuscripts (in most cases in less than six weeks). Publication will generally follow within six months of receipt of final drafts.
- Retained authorship rights (no need to surrender copyright to a publisher).
- A high degree of multi-disciplinary visibility – this open access, web-based journal is featured prominently in targeted web searches.
- Flexibility in publication format (color, unusual page sizes, active links etc.).

In closing, we would like to thank the previous editors and editorial board for building The Industrial Geographer into a successful and innovative outlet for research in all aspects of economic geography. We hope, with the help of a renewed editorial board, to build on this reputation. If you have any questions or comments about the journal, please contact either Ron Kalafsky (kalafsky@utk.edu) or William Graves (bgraves@email.uncc.edu)

W. Graves, Co-editor
Department of Geography & Earth Sciences
University of North Carolina at Charlotte
WHITHER OR NOT INDUSTRIAL CLUSTER: CONCLUSIONS OR CONFUSIONS?

Rainer vom Hofe
School of Planning
University of Cincinnati
Cincinnati OH

Ke Chen
Department of Geography
University of Cincinnati
Cincinnati OH

Abstract
Over the past fifteen years, regional industrial cluster development has gained popularity as a vital economic development strategy to boost competitiveness in a globalizing economy. Moreover, many policy makers and academicians see industrial cluster analysis as the ultimate policy panacea. With the mushrooming of industrial cluster studies, the relevant literature on industrial clusters offers a wide variety of definitions and methodological approaches for identifying clusters. This paper will take a closer look at past and present approaches to industrial cluster analysis from different angles. It will first systematically explore the theoretical foundations used to explain the phenomena of co-location of firms and businesses. Secondly, numerous concepts and definitions used by cluster enthusiasts are then presented in the context of their theoretical foundation. Then, using selected influential key cluster studies, various methods of identifying industrial clusters are compared and contrasted with special attention to the problem of addressing the notion of geographic proximity.

1 Many thanks to Howard Stafford, Professor of Geography Emeritus at the University of Cincinnati, for his insightful comments in the preparation of this manuscript.
INTRODUCTION

Since the early 1990’s, industrial cluster analyses have proliferated as an alternative economic development (ED) strategy. The Cluster Meta-Study by van der Linde and Porter, both associated with the Harvard Business School, collected information on 833 clusters from as many as 49 countries until 2002 for various target industries at different geographic scales. Akundi (2003) in a survey of state cluster initiatives has identified that as many as 40 states in the U.S. have engaged to a greater or lesser extent in industrial cluster analyses to promote economic development. But despite the increasing popularity of industrial cluster theory for economic development policy analyses there probably has never been more chaos, diffusion, and misinterpretation among ED practitioners and academicians alike on proper cluster definitions, appropriate cluster identification methodologies, and their translation into cluster-based economic development policies. In other words, there exists no single conceptual and analytical framework that, when correctly applied, will help identifying regional industrial clusters. On one hand it appears that the conceptual framework of cluster analysis is usually well understood. Given that all concepts of cluster definitions - the underlying principles for cluster formations - can be explained by a rich body of literature that took off with Marshall’s original idea of specialized industrial location (1890), one would expect consistency in cluster theory, cluster identification, and cluster-based economic development policies. But the contrary becomes quickly apparent when reading through relevant industrial cluster literature. Overall, there appears to be little evidence in the literature on how the conceptual framework and its cluster definition(s) are translated appropriately into a methodological approach which in return allows an identification of industrial clusters useful for shaping economic development policies.

Akundi (2003), for instance, surveyed in greater detail 25 state-level cluster studies and found that 16 studies relied at least partly on the use of quantitative methodologies, of which 9 studies exclusively relied on location quotients and shift-share techniques. Doeringer and Terkla (1995) and Rosenfeld (1997) already have emphasized that these methods are by no means sufficient, either alone or in combination, to actually identify industrial clusters, suggesting some confusion and misunderstanding with respect to methodological approaches of cluster identification. Technically, location quotients measure industrial specialization and shift-share breaks down observed sectoral industry growth into three distinct growth components: a national, regional, and an industry-specific growth factor. While these economic base techniques are valid methods for evaluating regional specialization and growth by industry, they fail to account for one main argument made by many cluster enthusiasts: grouping industries according to interindustry interdependencies as expressed, for instance, by interindustry trading patterns. For instance, the car manufacturing industry in Detroit with all its complementary suppliers would be such an industrial cluster. In addition, economic base techniques contribute little to the understanding as to why firms and businesses cluster spatially, a topic that has been addressed in the recent literature (Feser, Koo, Renski, and Sweeney, 2001).

Porter’s (1990) now prominent book The Competitive Advantage of Nations indisputably contributed significantly to the renaissance of today’s cluster theory and has released an avalanche of cluster studies. Porter widened the conceptual avenue of cluster theory in his Diamond of Advantage, where he sees national competitive advantage as being built on four main pillars - namely, factor conditions; demand conditions; related and supporting
industries; and firm strategy, structure, and rivalry. While Porter refocuses on the innovative nature of competition rather than on different aspects of cost minimization, the more traditional comparative advantage focal point of agglomeration economies, his critics, for example Martin and Sunley (2003), argue that Porter’s cluster concept is rather intuitive and does not add groundbreaking new insights to cluster identification methods. Many of today’s cluster enthusiasts, including Bergman and Feser (1999, 2000) still rely on statistical techniques introduced more than thirty years ago by scholars like Czamanski (1974, 1979), Roepke et al. (1974) and Ó hUallacháin (1984). More specifically, they argue that input-output tables to some extent reveal interindustry linkages and thus may be useful for industrial cluster identification.

So why is it that, unlike many other disciplines in economic development, cluster identification and therefore cluster-based economic development policies, although widely applied, are still subject to confusion? Is the confusion attributable to a misinterpretation of cluster building forces, or simply a lack of understanding as to how this methodology can help practitioners improve locational competitiveness for identified industrial clusters? Obviously, we are not the first to take a closer look at selected and influential industrial cluster publications and studies. The main goal of this paper is to provide a coherent and comprehensive review of the relevant industrial cluster literature. This review focuses primarily on cluster concepts that are grounded in pure agglomeration theory, industrial complex theory and the fusion of locational analysis with input-output analysis. Taking a regional science perspective on clusters, we try to make the connection between: i) why establishments tend to concentrate geographically – the explanations for industries to group in geographic proximity; ii) the various cluster definitions that can be derived from the rationale and the driving forces for geographic proximity – the concepts; and iii) the qualitative and quantitative methods and techniques applied to identify industrial clusters – the methodologies. We argue that all three main aspects must be addressed appropriately in a coherent way in order to identify meaningful industrial clusters.

This literature review is organized as follows. The next section outlines the major theories behind industrial cluster analysis—that is, why firms cluster in geographic proximity. In the third section, we explore three different cluster concepts and analytical methods: 1) clusters based on the theoretical principles of localization economies, 2) clusters accounting for interindustry relationships found in input-output analysis and 3) clusters that use a wider theoretical base, i.e., account for more than one single cluster characteristics. For each of the three identified cluster concepts, section four presents selected industrial cluster studies, the various cluster identification methodologies used, and key findings. Additionally, we highlight how, if at all, the issue of spatial proximity has been addressed in the selected studies. Finally, chapter five provides general conclusions and remarks on cluster concepts.

**HISTORICAL PRECEDENTS OF TODAY'S INDUSTRIAL CLUSTER THEORIES: FINDING THE EXPLANATIONS FOR WHY FIRMS CLUSTER**

There is little doubt concerning the relevance of geographic proximity of firms to one another and to large market areas, and accordingly location theory has a longstanding tradition in economic theory. Von Thünen’s (1826) conceptual model of the relationship between markets, productions, and transportation can be seen as one of the earliest approaches to spatial economics. According to von Thünen’s model, farmers maximize profits based on market prices net
of production and transport costs. Outcome is a land use model where mono-functional land uses (i.e., different farming activities) are distributed in concentric rings around the central market place. Highly productive activities, such as gardening and dairy production, are close to the central market and less productive: for instance, livestock farming is located further away. In this sense, von Thünen’s model is very similar to Ricardo’s classical locational analysis, where differences in the profitable cultivation of land are important. From a microeconomic perspective, von Thünen’s concentric rings guarantee an upward sloping supply curve while any factor substitution or any marginality concepts are absent from the model. Launhardt (1885) and Weber (1909) conceptualized what can be seen as a second type of classical location analysis. In the Launhardt-Weber model, the focus shifted from different types of land uses to the production functions of firms. Here, cost minimizing firms face fixed input-input and fixed input-output relationships. The quantity of inputs required and the quantity of outputs produced together with transportation costs became the major issues for cost minimizing firms (McCann and Sheppard, 2003).

Weber’s 1909 book on the Theory of the Location of Industries recognized the importance of location-specific economies of scale in manufacturing geography. However, Marshall (1890, 1920) is usually cited in the relevant literature as the first to acknowledge that the economic productivity of firms and businesses results from the location and proximity of economic agents to each other. Marshall identified three specific sources of agglomeration economies which foster spatial cluster formation through increasing returns to scale in the long run: knowledge spillovers among firms, labor market pooling, and cost advantages produced by the sharing of industry-specific non-traded inputs. Important in Marshall’s localization economies is that all firms and businesses belong to the same industry sector and that proximity of firms in the same industry increases the innovation abilities of the whole industry in the locality. It was Hoover (1948) who, then, subsequently explained, partly based on Marshall’s principles, that agglomeration of firms and businesses of the same or different industry is important for individual firm success. Hoover identified three types of economic agglomeration: economies of localization, economies of urbanization, and internal returns to scale. Economies of localization precisely follow Marshall’s three sources of agglomeration, and as such are external to firms and business within the same industrial sector. Economies of urbanization, a second external factor, explains geographic proximity of establishments across different industry sectors by emphasizing the beneficial effects to firms and businesses from the existence of large, diverse markets predominant in large metropolitan areas. Internal returns to scale, an internal location-specific factor, accrues through the existence of large and specialized factors of production. Here, location becomes an important agglomeration force in that larger and more specialized quantities of investment and labor may lead to production cost advantages and technology improvement for establishments. However, the differences between these three economic agglomeration forces can, depending on the definitions of establishments and industry sectors, be very blurry and overlapping (McCann, 2001).

Marshall and Hoover’s contribution to explaining geographic proximity among establishments paved the way for regional economic development theories emerging in

\[^2\] Von Thünen assumed: that i) the marketplace is in complete isolation from the rest of the world without any trade activities, ii) all land surrounding the market place is uniform, and iii) there exists no transport infrastructure.
the 1950’s and 1960’s. Perroux (1950), for instance, built upon Marshall’s and Hoover’s theories of auxiliary industries in industrial clusters by conceptualizing his growth pole / development pole theories. In post-Schumpeterian tradition, Perroux focused on innovations and investments which are the driving forces behind industrial development. Large vital and prevailing firms – the growth poles – spread positive economic effects onto other smaller firms in geographic proximity, and as such growth poles act as a catalyst of positive economic development – the spread effects. The downside of growth pole theory is that large investments may also result in augmented factor prices, leading to efficiency loss – the backwash effects. Economic space, according to Perroux, is a rather abstract and homogenous environment in which firms and businesses (or industries) buy from and sell to one another following centrifugal and centripetal forces. Later, Perroux (1988) added to his theory the notion of time in that growth poles pass through two stages: a first stage in which firms and businesses cluster, and a second stage in which growth spreads to the outside enterprise through the flow of goods, investment, and information. Myrdal’s (1957) core-periphery model addresses spatial concentration of economic activities, and therefore sustained economic growth, by focusing on geographic dualism in economic activities. Myrdal underlined the fact that labor and capital agglomerate at locations where they can obtain the highest return in a free market. Circular and cumulative causation effects then explain why more developed regions, with a competitive advantage in factor endowments and modern sectors, are inevitably able to strengthen their competitive advantage while simultaneously disadvantaged regions with more traditional sectors fall further behind. According to the available mix of factor endowments, regions thus will show differences with respect to the composition of industry groupings and their contributions to economic development. Important with respect to the cluster concept is also the idea of path dependence which adds a time component to cluster theory. Self-reinforcing, cumulative processes elucidate innovations and investment decisions which in return directly form regional economic systems, industry sectors, and social and institutional structures (Britton, 2004). Thus, industrial clusters evolve according to the path dependency and can be classified as emerging, existing, or regressing industrial clusters. Vernon (1966) in his product cycle theory argues that the location of firms is influenced by a combination of market demand, technology change, and labor costs. As innovation activities concentrate in technically more advanced countries, more standardized production spreads to less developed areas. Vernon also added the time component to the concept of geographic proximity. According to Vernon, firms and businesses go through a series of technological and geographical transition stages. New products are developed in highly advanced and modern industrial clusters that exhibit a high level of knowledge spillovers in Marshallian tradition. Vernon further stresses that regional competitiveness depends to a large extent on demand market change, technology change, and change in production costs, all of which are subject to dynamic changes. Time becomes an important component when establishments make their choices about where to locate, and analogously industrial clusters are dynamic structures by nature. For regional economic development policies, this plays an important role as the maturity of a product – the product cycle – dictates the stage of a cluster. And each of the stages in the product cycle has different and often very specific factor requirements.

Isard et al. (1956) actually coined the expression industrial complex. Recognizing that one specific product can be manufactured by multiple activities, they developed the trailblazing application of using an input-output table to quantifying...
the cost advantage of combining a region’s industrial activities characterized by intensive forward and backward input-output linkages. Isard et al. contributed the conceptual understanding of agglomeration economies in their pioneering work on the association of economic interindustry linkages with geographic proximity, a concept related to the fixed coefficient model of Launhardt-Weber. Parallel to the Isard et al. fusion of locational analysis with input-output analysis, Moses (1958) revised the classical Launhardt-Weber model by incorporating a neoclassical production function into the original classical location theory model. The outcome is a neoclassical production-location model where the technical factor relationships are now endogenous to the model and are defined by the firm’s production function. A second development in classical location analysis was the introduction of models based on the fixed coefficient framework of von Thünen. Alonso (1964), Muth (1969), Mills (1970), and Evans (1973) have given much attention to integrating factor substitutability between land and a composite factor (i.e., labor and capital) into the classical von Thünen framework to develop the neoclassical land use model. But despite all conceptual revisions, none of the neoclassical location theory models adequately explain why economic activities tend to group in geographical space (McCann and Sheppard, 2003).

Chinitz (1961), based on observations from New York and Pittsburgh, conceptualized his incubator model which states that established older cities have the advantage of acting as an incubator that creates new firms, businesses, and economic opportunities. The level of diversification of industrial clusters provides the nourishing soil for small and new startup firms to grow by providing a wide range of production factors and input markets. The incubation of new business activities becomes a substantial ingredient for establishing a nourishing industrial atmosphere, which is essential for successful urban economic regeneration or continued development. According to Chinitz, urbanization economies have a higher prospect of successful economic development than localization economies.

The influence of scale economies onto geographic concentration is also often the focal point of urban and regional economists with a focus on the spatial organization of industries. Henderson (1974) emphasizes the agglomerative effects of positive spillovers between firms in geographic proximity. In a perfectly competitive environment with constant returns to scale, external sources of agglomeration in Marshallian tradition encourage regional specialization. In contrast, Krugman (1991b) departs from microeconomic location theory based on constant returns and perfect competition by assuming increasing returns to scale and a monopolistic market structure. Consumer preferences in product variety, combined with fixed production costs, lead to specialization at the firm level which explains the existence of a monopolistic-competitive market structure. After all, it is cheaper to produce one single product in large quantity rather than a variety of products in smaller quantities. With production costs fixed, transport costs become an important factor in the firm’s cost minimization process. Transport costs can be minimized first by reducing the shipping costs between firms for intermediate demand within the value chain, and secondly by locating firms and businesses in proximity to large markets (i.e., urbanization economies). In Krugman’s model, both internal scale economy and urbanization economies then help increase profits at the firm level.

In a more recent paper, McCann and Sheppard (2003) made a strong argument for reconsidering the microeconomic foundations of industrial location theory. More specifically, the authors argued for
reconciling the methodological basis of traditional location theory models, the
classical location theory models by von Thünen and Launhardt-Weber, and the
neoclassical location theory models by Alonso (1964) and Moses (1958) with the recent
models of industrial clusters (i.e., Porter, 1990, 1998) and new economic geography
(i.e., Fujita et al., 1999). The authors view new advances in data availability and
communication technologies, new academic fashions, and new international institutional
arrangements as driving the need for integration. Moreover, the need is made
more urgent by the absence in the new economic geography and clustering literature
of consideration of certain factors important to the locational decision-making process of
firms – the firm’s production function, location-specific production costs, or whether
transactions are external or internal to the firm. The fact that most recent cluster
studies show a lack of microeconomic rigor requires a rethinking of the different
theoretical assumptions underlying industrial clustering. Grounded in classical
and neoclassical location theory, McCann and Sheppard propose: i) to pay specific
attention to the organizational structure of the individual firm and the interrelations of
colocated firms, ii) to identify the nature and behavior of the spatial transaction costs
faced by modern firms, and iii) to account for changes in the interdependencies between
firms and for changes in the natures of spatial transaction costs.

In the next section, we take a closer look at various industrial concepts and
methodological approaches used to identify industrial clusters. Given the wide variety of
methodologies, this review focuses primarily on traditional regional science concepts and
methods and different approaches to measuring geographic proximity between industries.

INDUSTRIAL CLUSTER CONCEPTS AND THEIR METHODOLOGICAL
IDENTIFICATION

Having discussed the theories behind firm spatial co-location, in this section we will
take a closer look at how these various agglomeration theories have been translated
into cluster concepts. By cluster concept we understand the way industrial clusters are
being defined, described, or explained. The vast body of relevant industrial cluster
literature exhibits an astonishingly large number of similar but still different cluster
concepts. Generally, while all cluster concepts appear to have their roots to a more
or lesser extent in agglomeration theory, the fact that there is no unique and coherent
type of agglomeration economies is also mirrored in the variety of concepts and
definitions of industrial clusters. And as one might already guess, this is further evident
in that the literature exhibits a tremendous number of methods to identify industrial
clusters. After all, different cluster concepts and identification methods and the prospect
of achieving different results gives room for practitioners and policy analysts to question
which concepts and methods to use and, at least to some extent, justifies the criticism on
cluster-based economic development policies. In this section, we will group ‘comparable’
cluster concepts together, based primarily on similarities they share when tracing back
their roots to agglomeration economies, or cluster theories. Overall we distinguish
between three conceptually different industrial cluster concepts (Chen, 2005):

1) Industrial clusters following the theoretical principles of localization
economies à la Marshall and shown in the work by Rosenfeld, 1995; Schmitz
and Nadvi, 1999; Swann and Prevezer, 1996 for instance.

2) Industrial cluster definitions which are derived mainly based on
interindustry relationships found in
The concept of *localization economies* is well understood, its manifestation into a sound cluster concept and cluster identification method requires careful deliberations. A commonly used way of translating the idea of localization economies into a cluster concept is accomplished by the means of *regional industrial specialization*. Evidently, knowledge spillovers, labor market pooling, and the sharing of industry-specific non-traded inputs fosters the clustering of establishments and therefore, at least to a certain degree, should lead to regional specialization. The question on whether or not regional specialization mirrors localization economies has repeatedly been addressed in the literature. Rosenthal and Strange (2004), for instance, suggest, based on the case of Silicon Valley, that the high presence of computer-based businesses reflects regional specialization and consistency with the ideas of localization economies. Hanson (2000, pp.4) in his survey of empirical work on the geographic concentration of economic activity interprets Marshall’s idea as: ‘the existence of localized externalities implies that firms prefer to be near large agglomerations of other firms in their own industry or related industries. An urban hierarchy arises in which cities specialize in different industries’. Clearly, Hanson emphasizes the conceptual connection between regional specialization and localization economies while at the same time implying that this specialization can be seen in the local emerging of industries. However, it is to be cautioned that regional industrial specialization may not necessarily imply the existence of an industrial cluster. A place that is dominated by only one super firm / industry exhibits a strong regional specialization, but one large establishment is by no means a cluster, or group of establishments. For instance, a small college town with a large research university, like Ithaca in upstate New York, will show strong evidence of local specialization in education. Nevertheless, besides Cornell
University, Ithaca College and the mandatory public school system, there will, with the exception of some copy and candy shops, be no significant groupings of educational or supporting facilities - an example which underlines the fact that the existence of one dominant establishment in a place does not necessarily meet the requirements to be called an industrial cluster. It is also possible to have a large number of linked firms in an industry but not be specialized (as, for instance, the biotech industry in New York City) while at the same time a small location quotient can occur for an area with a cluster.

If specialization is the preferred way to measure industrial clusters based on localization economies, location quotient method is then the common practice to identify regional specialization as demonstrated among others by Munnich et al. (1998), Rex (1999), Botham et al. (2001), and Peters (2004). Location quotients, which measure regional specialization by comparing local employment shares by industry to employment shares of a benchmark region (e.g., the nation), are conceptually easy to understand, straightforward to apply, require almost no time, and necessary data (such as regional employment) are readily available. While location quotients suffer from various theoretical shortcomings - such as the self-sufficiency assumption of the benchmark region, absence of cross-hauling, equal productivity, and consumption of region versus the benchmark region - a main drawback for industrial cluster identification is the fact that by no means can one argue that a ‘large’ location quotient is an inevitable indicator for the existence of industrial clusters. More specifically, location quotients can under no circumstances differentiate between external and internal scale economies. A large location quotient by itself cannot identify whether an industry sector consists of numerous firms and businesses of various sizes – an industrial cluster – or has only one large-scale enterprise. The former could be the result of external agglomeration sources à la Marshall, yet the latter is a case of positive internal scale economies.

Isard (1959) in his \textit{industrial complex} concept set the stage for what we classify as a \textit{second industrial cluster concept}. More specifically, he shows one way to expand the \textit{within-industry} concept localization-based cluster analysis where all firms belong to the same industry by accounting for \textit{interindustry linkages}. Iammarino and McCann (2005, pp. 7) characterize this type of spatial cluster as ‘\textit{long-term stable and predictable relations between the firms in the cluster, involving frequent transactions}’ and emphasize the model’s conceptual relationship to classical (Weber, 1909) and neoclassical (Moses, 1958) location-production models. We see its importance in that Isard’s concept is based on input-output forward and backward linkages which allow cluster formations of establishments that are interrelated in the production value chain and do not necessarily belong to the same industry. While Isard (1959, pp. 33) loosely referred to his industrial complex as a: ‘\textit{set of activities at a specific location which are linked by certain technical and production interrelations}’, Roepke et al. (1974, pp. 15) described an industrial complex as: ‘\textit{a base group of industries that have similar patterns of transactions, and it also includes other industries, which are major suppliers or markets for those within the group}.’

Czamanski and Ablas (1979, pp. 62) then explicitly distinguished between the interrelated concepts of industrial cluster and industrial complex: ‘\textit{cluster means a subset of industries of the economy connected by flows of goods and services stronger than those linking them to the}’
other sectors of the national economy. The concept is thus devoid of any spatial connotation. A complex, on the other hand, has been defined as a group of industries connected by important flows of goods and services, and showing in addition a significant similarity in their locational pattern. Thus, complexes emphasize the spatial aspect of industrial concentration. At the same time, the use of input-output tables for identifying industrial complexes/clusters became more and more subject to criticism. Latham III (1976), for instance, pointed out that input-output tables are purely aspatial and therefore fail to meet the locational criteria of industrial complexes, leading to the conclusion that they are unsuitable to help identifying industrial complexes. Ó hUallacháin (1984) reevaluated the use of input-output tables for industrial cluster identification. More specifically, Ó hUallacháin distinguished between vertical linkages – successive linkages in the production chain – and complementary linkages, which Ó hUallacháin refers to as the result of scale economies external to the firm but internal to the industry. As Ó hUallacháin (1984, pp. 421) put it: 'grouping sectors that are exactly or nearly homogenous in input (or output) is not unlike identifying complementary relationships.' In this sense, he emphasized the usefulness of input-output tables for identifying complementary relationships, but at the same time acknowledged the shortcomings of principal components analysis for detection of vertical value chain linkages. More recently, input-output-based industrial cluster analysis regained popularity as seen, for instance, in the work by Bergman and Feser (1999), Doeringer and Terkla (1995) and Hill and Brennan (2000). Feser and Lugar (2002, pp. 3) also provided a regional cluster concept: ‘concentrations of businesses that co-locate because of trading (buyer-supplier) relationships and/or to share common factor markets (including infrastructure, knowledge resources, and labor) and/or common goods markets,’ a definition which in itself reflects both relationships described by Ó hUallacháin: direct value chain linkages and complementary relationships.

All industrial cluster concepts belonging to what we see as a second cluster concept have one common denominator - namely, the use of interindustry transactions as illustrated by input-output tables. While most studies based on input-output tables define industrial clusters as spatial concentrations of industry groups based on their value chain linkages, disagreement still exists as to the appropriate method that would reveal similarity in trading patterns. Major methods applied to input-output tables can be grouped to include two major categories: direct value chain linkage analysis and trading pattern analysis.

- **Direct value chain linkage analysis:**

**Direct value chain analysis** groups industries into clusters based on vertical production chain linkages. The basic criterion is that industries with strong transaction links above a predetermined threshold value are grouped as industrial clusters (Botham et al., 2001; San Diego Association of Governments, 2001). Another important step besides direct value chain analysis is to detect co-location among industries through a separate locational analysis.

Latham III (1976) proposed the integration of locational analysis by calculating first correlation coefficients for each pair of industry employment, in his case for a total of 377 regions in the US. Co-location is present when industry pairs have correlation coefficients greater than a preset threshold value. In a second step, the author examines the input-output table to seek out the above average interindustry trade links of these
pre-selected industries. Strong interindustry linkages, then, are evidence of spatial concentrations of industries with significant trading activities.

While the direct value chain method gives a full picture of interindustry linkages for a geographic region, it also suffers from severe shortcomings. First, the findings when using direct value chain method are very sensitive to preset threshold values. There is no rationale for choosing these threshold values, and since the literature fails to suggest reasonable cutoff points, the decision is up to the discretion of the policy analyst. Second, a mismatch of geographic scales for locational and interindustry linkage analyses can lead to serious misinterpretations. As Zeller (2001) found, spatial concentration does not necessarily imply a close network of input-output relationships within an industrial cluster, a problem present when matching small-scale locational analysis with large-scale interindustry transaction analysis.

**Graph-theoretic analysis** visualizes direct value chain linkages embedded in input-output tables. The starting point is the transformation of the input-output matrix, the transaction table, into an adjacency matrix of ones and zeros. If the cell entry in the transaction table is above a preset threshold value, then a ‘1’ is assigned to the cell, and otherwise given a ‘0’. The next step graphs the identified significant interindustry linkages (i.e., the ones) of the adjacency matrix where the nodes represent industries and the connectors symbolize the industry flows. Groups of industries forming a set of mutually reachable points are then defined as strong components (Campbell, 1971). Again, the outcome of the graph-theoretic analysis depends both on the use of preset cutoff values and the simplification of interindustry transactions into binary relationships. Using low-end cutoff values may result in messy graphs complicated in their interpretation, while high cutoff points would inevitable mean losing a lot of valuable information, as recognized by Czamanski et al. (1979).

- **Trading pattern analysis**

There are two different methods to group industries according to their similarity in terms of trading patterns: statistical cluster and discriminant analysis, and principal component factor analysis.

**Statistical cluster analysis and discriminant analysis.** Multivariate statistical analysis techniques, group industries according to common variances in input-output tables (Hill & Brennan, 2000; Rey, 2000). The main focus is on the identification of similarities among industries in their buying/selling patterns. More specifically, statistical cluster analysis sorts industries according to statistical variances calculated between pairs of industries from the input-output tables. In a second step, discriminant analysis tests the goodness of fit of these prior cluster assignments by utilizing meaningful test statistics. Finally, using additional information such as regional specialization, multiplier effects, export activities and industry growth, a cluster-specific *driver* industry is determined (Hill and Brennan, 2000). In practice, this approach is of a rather academic value in that the derived industrial clusters are mutually exclusive, meaning that one industry can belong to one cluster only. Experience, however, shows that this might not hold in reality as, for example, service industries (such as wholesale trade or transportation and warehousing) usually serve numerous manufacturing industries simultaneously. And therefore these industries can be a major component of more than one single industrial cluster.
Principal Component Factor Analysis (PCA), a factor analytic data reduction method, is the most widely applied industrial cluster method using input-output tables. Introduced in the 1970’s by widely-cited scholars like Czamanski (1974) and Roepke et al. (1974), and heavily criticized - for instance by Latham III (1976) - it presently regained wide popularity as evident in the work of Bergman and Feser (1999), Feser and Bergman (2000), Feser and Sweeney (2002), and Patton (2003). Its popularity can partly be attributed to the fact that it overcomes the mutual exclusiveness restriction of statistical cluster analysis and discriminant analysis, and therefore an industry sector can be part of several clusters simultaneously.

Generally, principal components factor analysis reduces the number of correlated variables – the column vectors in a matrix – to a smaller number of conceptually meaningful dimensions – the factors. The goal is to get a small number of latent factors which explain observed correlations between variables (i.e., industries) using the maximum common variance criteria between variables and a factor. Applying PCA to the input-output framework means reducing the number of industries to a smaller set of industrial clusters which explain a maximum amount of variances in the input-output table. In other words, instead of recognizing interindustry transactions in a 400x400 input-output table, for instance, we now would be facing a reduced table with maybe 15 latent factors which might account for as much as 80 – 90 percent of the original interindustry correlations in the input-output table. Conceptually straightforward, it however offers several possibilities on how to employ the input-output table. Roepke et al. (1974) employed the original transaction matrix to group industries into factors according to similarities in buying patterns and called it R-mode analysis. Alternatively, the authors identified similarities in selling patterns among industries by using the transposed transaction matrix, Q-mode analysis. In either case, industries with the highest factor loadings – i.e., the highest correlation of the industry with the cluster – are identified as the core industries, and industries with lower loadings are the secondary industries. Czamanski (1974) proposed another variant of the PCA to account for interindustry linkages which are neglected in either R-mode or Q-mode analyses. First, both the transaction table and the transposed transaction table are normalized, achieved by dividing the cell entries by the corresponding column totals. Secondly, the normalized transaction and transposed transaction tables are correlated with each other. And lastly, a symmetric intercorrelation matrix is derived by selecting the largest correlation coefficients from the four resulting symmetric submatrices, in turn subject to the principal components factor analysis. But regardless of which data matrix is used in the PCA, identifying interindustry relationships is no guarantee for geographic proximity of industries to one another, particularly when using national input-output tables. In addition, all methods using input-output tables can be subject to potential biases when using aggregated input-output tables with restricted numbers of industries.

The third cluster concept referenced in this review brings us back to Porter and his Diamond of Advantage. So far, described industrial cluster concepts were more confined to specific agglomeration economic theories, like Marshall’s localization economies and Isard’s industrial complex. Porter (1990, pp. 3) broadened the scope of

---

3 Tinsley and Tinsley (1987)

4 Both Czamanski (1979) and Bergman and Feser (1999) provide a detailed step-by-step description of how to derive the symmetric intercorrelation matrix.
industrial cluster concepts substantially in defining clusters as: ‘geographic concentrations of inter-connected companies and institutions in a particular field. Clusters encompass an array of linked industries and other entities important to competition. They include, for example, suppliers of specialized inputs such as components, machinery, and services, and providers of specialized infrastructure. Clusters also often extend downstream to channels and customers and laterally to manufacturers of complementary products and to companies in industries related by skills, technologies or common inputs. Finally, many clusters include governmental and other institutions - such as universities, standard-setting agencies, think tanks, vocational training providers, and trade associations - that provide specialized training, education, information, research, and technical support.’ Clearly, Porter’s cluster concept is more a synopsis of accepted agglomeration phenomena rather than new groundbreaking insights explaining the reasons for firms to group in space. On one side, this cluster concept reflects onto Isard’s industrial complex based on interindustry transactions, i.e., the vertical relationships. On the other side, it also mirrors Hoover who recognized the importance of specialized factors of production, and the existence of large and diverse markets in addition to pure localization forces, i.e., the horizontal relationships. Furthermore, Porter’s cluster concept also exhibits social network characteristics as described in more detail by McCann and Sheppard (2003). The uniqueness, however, of Porter’s approach lies in his business philosophy of competition rather than locational competitiveness. As Martin and Sunley (2003) point out, Porter is successful in that he promotes competitiveness, a concept which appeals to politicians and policy makers. Rather than developing a purely theoretical framework that is difficult to translate into policy actions, Porter offers applicable business strategies aiming at promoting regional competitiveness. However, in terms of industrial cluster theory, Porter’s concept is more intuitive than grounded in logic, and rather than being a modeling framework that can be rigorously applied in practice it remains, to some extent, generic and a vague way of thinking about regional economic development.

Clearly, Porter is not trying to explain a firm’s decision on where to locate by leaning on location-specific comparative advantage, such as land, natural resources, or amenities. Porter suggests that spatial proximity of establishments creates a favorable economic environment of competitiveness and innovations, an environment which strengthens productivity and economic growth through the transfers of technology and information. Porter’s often-cited Diamond of Advantage identifies four determinants where governments in a proactive way can act as catalysts to foster competition:

i) firm strategy, structure, and rivalry are dynamic conditions and direct competition leads to continuous increases in productivity and innovations.

ii) creating specialized factor conditions including skilled labor, capital, and infrastructure.

iii) changing demand conditions, such as increases in product variety and cheaper, better products pressure firms to invest and innovate.

iv) geographic proximity of downstream and upstream related and supporting industries facilitates exchange of information, ideas, and innovations.

While this Porter-type cluster is quite fuzzy, similar cluster concepts are seen in Redman (1994, pp. 37) and Hill and Brennan (2000, pp. 67). Redman defines an industrial cluster
as ‘a pronounced geographic concentration of production chains for one product or a range of similar products, as well as linked institutions that influence the competitiveness of these concentrations (e.g. education, infrastructure and research programs).’ Hill and Brennan provide a cluster concept that emphasizes the relationship among the different components in a cluster: ‘we define a competitive industrial cluster as a geographic concentration of competitive firms or establishments in the same industry that either have close buy-sell relationships with other industries in the region, use common technologies, or share a specialized labor pool that provides firms with a competitive advantage over the same industry in other places.’ He also used a combination of location quotients, industry-specific wages and discriminant analysis to identify the clusters. Altogether, the all-inclusive cluster concepts presented by Porter, Redman, and Hill and Brennan have attractive features for rethinking the promotion of economic development, but at the same time the concepts fail to offer a sound methodology that would actually enable ED practitioners to translate the concepts into action.

Although beyond the scope of this literature review, this paper would be incomplete without at least referring to the works of Gordon and McCann (2000) and McCann and Sheppard (2003), two cluster studies which identify three different cluster types. One cluster type, labeled pure agglomeration, is best represented by Marshall’s model of agglomeration and through later work by Krugman and Fujita. A second cluster type is the industrial complex model which is conceptually grounded in the classical (Weber, 1909) and neoclassical (Moses, 1958) location-production models and analytically carried out through the use of input-output analysis. So far, their definition is coherent with the cluster classification used in this review. A third cluster type, social network, goes back to the work by Granovetter (1973) and Williamson (1975) where mutual trust relations between key decision-making agents in different organizations lead to reduced inter-firm transaction costs in the absence of opportunism (McCann and Sheppard, pp. 657). Here, the co-location of firms fosters a positive business environment of mutual trust, risk-taking and cooperation. Using the London region as an example, the study by Gordon and McCann concludes that the data cannot provide clear measures of the comparative fit of the three ideal-typical models to the pattern of specialization in the London economy. In other words, none of the concepts by itself can explain the existence of all observable clusters, and elements of each of the three cluster types may co-exist in certain industries and / or regions. For cluster analysts this means more confusion when interpreting the analytical cluster results or translating the results into cluster-based economic development policies.

SELEcTED INDUSTRIAL CLUSTER STUDIES

Bearing the concepts and methodologies of industrial cluster theory in mind, in this section we will review some selected, influential cluster studies which serve practitioners as well as academicians as blueprints for regional cluster studies. It also became apparent that while most studies were able to address the industrial cluster criteria appropriately, not all studies were able to specify whether or not identified clusters can be labeled industrial complexes. Altogether, many of the surveyed cluster studies in this review have utilized location quotients to identify advantageous industries and / or utilized interindustry connectivity exhibited in input-output tables. Furthermore, relatively few industrial cluster studies have appropriately addressed the spatial criterion necessary to label a
group of industries an industrial complex. In other words, not all studies explicitly accounted for whether or not firms are actually co-located next to one another.

Utilizing location quotients as the main tool to identify regional specialization in the Marshallian tradition (i.e., our first cluster concept) is a common and widely used approach for identifying industrial clusters – either by themselves or in combination with other qualitative and / or quantitative methods. Rex (1999), for instance, in his cluster analysis for thirteen counties in Arizona, relies on location quotients as the main method to find county-level industrial clusters that in turn serve as economic bases. However, there is no further discussion of how these clusters have formed, nor is their implication for policy suggestions provided. Bergman and Feser (1999) see location quotients as efficient when the focus is on identifying regional specialization, but reinforce the critiques of both Doeringer and Terkla (1995) and Rosenfeld (1997) by emphasizing that location quotients reveal no information on interindustry relationships, and therefore need to be supplemented by more sophisticated techniques - for instance, input-output analysis. Munnich et al. (1998) started their industrial cluster study covering eighteen counties in Southwest Minnesota and identifying regional specialization by applying location quotients. Subsequently, industries with high location quotients have been diagnosed qualitatively following Porter’s four cornerstones described in his Diamond of Competitive Advantage. However, no evidence is found to support Porter’s cluster argument and presented policy suggestions are more based on qualitative studies.

Recognizing the economic base as first step for a more elaborate and detailed industrial cluster analysis and as suggested by the relevant cluster literature, many studies supplemented location quotients analysis with information on interindustry linkages as found in input-output tables. For instance, Hill and Brennan (2000) used location quotients and changes in the region’s share of national employment in the industry to sort out driver industries that build the economic base of the region. Then a regional based input-output table using 3 digit SIC codes has been analyzed through statistical and discriminant cluster analysis to find out the industries that are similar to the driver industries in terms of the trading patterns. Though the regional input-output table combines their suppliers and customer industries with driver industries to form industrial clusters, the input-output table does not provide proof of comparative advantage from these suppliers or buyers to the driver industries. In similar fashion, Botham et al. (2001) identified export-oriented industries at the national level in the United Kingdom using location quotients. Using the input-output table, industries which have strong direct and indirect ties to these exporting industries are grouped into clusters. Another study by Peters (2004) also relies on the use of output and employment location quotients to identify target industries in Missouri. Common in all these studies is the reliance on location quotients for identifying local driver industries within the target region. At the same time, supplementary use of input-output tables addresses the problem of using location quotients as the sole methodological cluster identification.

Cluster methodologies that clearly go along with the second group of cluster concepts are mainly based on the concept of interindustry linkages, supplemented by spatial statistics to measure the spatial concentration of the grouped industries, as demonstrated in Feser et al’s (2001) G* statistics and locational coefficient in Harvard Business School’s cluster mapping project. While
input-output tables have traditionally been used in more descriptive ways to supplement localization-based cluster studies, they also provide the means for industrial cluster studies which group industries based on interindustry linkages as mapped by input-output tables. To address the aspatial nature of input-output tables and to be able to classify identified industry groups as industrial complexes following Isard and Czamanski, many cluster studies incorporated an additional approach with a focus on measuring geographic proximity of industries within industrial clusters. In this section, we will pay particular attention to how these two issues, i.e., interindustry linkages and geographic proximity, have been addressed.

Roepke et al. (1974) applied three principal component factor analyses to a highly aggregated (44x44) matrix of interindustry linkages for the Province of Ontario: i) a nondirectional aggregated transaction matrix with combined flows between industries, ii) the transaction matrix (i.e., R-mode), and iii) the transposed transaction matrix (i.e., Q-mode). Roepke et al. found remarkable similarities between the outcomes of these three PCAs, namely thirteen dimensions which account for approximately 85 percent of the variance found in the data. Based on these resemblances, they argued for the existence of clearly defined industrial complexes. However, small differences occurred in the makeup of individual components. Since PCA groups industries according to similarities in buying / selling patterns but falls short of actually capturing interindustry transactions, the authors followed Streit’s (1969) suggestion of additionally testing the intensity of interindustry flows within identified industrial complexes. They calculated all interindustry linkage values between all industries within one industrial complex with factor loadings of above 0.65. In a next step, a relative mean linkage value, derived from these linkage values, is used as evidence of interdependence among industries within one complex. The authors conclude that they have identified meaningful groupings of industries and the use of the Streit Index provided enough validity to call them industrial complexes. Subsequently, and according to the authors, this provides evidence that input-output tables are usable in both spatial and aspatial analysis.

Another approach to applying principal components analysis to input-out data is demonstrated by Czamanski (1974, 1976) by using a symmetric intercorrelation matrix containing the highest correlation coefficients from a set of four zero order coefficients. Using a (172x172) input-output table of the U.S. economy, Czamanski identified sixteen clusters, which as pointed out by Czamanski are purely aspatial by character. In a subsequent study (Czamanski, 1976) using population and employment data for 191 Standard Metropolitan Statistical Areas (SMSA), Czamanski identified whether or not identified clusters fulfill the spatial ‘geographic proximity’ characteristic of industrial complexes. To account for the urban influence, the author first regressed employment by industry i for each region k (E_{ik}) on the region’s population (P_k). The urban influence implies that all regional employment is distributed unevenly as businesses, and thus employment is attracted to inner cities which in return depend on the size of the metropolitan area.}

5 With a_{ij} denoting the dollar value of goods purchased by industry j (input) from industry i (output), the aggregated transaction matrix with combined flows between industries is derived as: b_{ij} = a_{ij} + a_{ji}.

6 Contrarily, Czamanski and Ablas (1979) argue that Roepke et al. have identified industrial clusters rather than complexes.
region. In a subsequent regression, the error terms of the first regression ($ε_{ik}$) are regressed on employment in industry $j$ in region $k$ ($E_{jk}$). Using standardized regression coefficients, setting up a symmetric matrix, and analyzing them again resulted in 16 industrial complexes. Overall, these industrial complexes were roughly similar to previously identified industrial clusters, with fewer industries per complex as in the corresponding cluster.

Latham (1976) recognized in his study the importance of a spatial component and criticized the studies by Roepke et al. and Czamanski as inadequate to address the spatial factor due to the large size of each economy, namely the U.S. and Ontario economy respectively. In addition, Latham argued that neither the study by Roepke et al. nor the study by Czamanski is useful for cluster-based economic development strategies as the level of industrial aggregation shrouds existing interindustry linkages, and significant and necessary information is lost to the policy analysts. Hence, Latham proposed a simpler method to address both the locational and the interindustry linkage requirements of industrial complexes. Location is measured by calculating correlation coefficients between each pair of employments by industry across 377 regions in the U.S. Secondly, Latham neglected to do a detailed multivariate analysis on the input-output table and gave preference to calculating a linkage coefficient similar to the Streit Index. More specifically, the linkage index is the sum of all possible four normalized input-output flows, for the supplying and for the receiving sector.\footnote{These normalized coefficients are technically identical to the coefficients used by Czamanski as starting point for calculating the (nxn) intercorrelation matrix.} Again, the effect of urbanization economies is accounted for through supplementary regression analysis.

Locational relationships exist for pairs of industries which indicate significant geographic association in addition to significant interindustry transactions. Interdependent complexes are identified by tracing all included industries. Of a total of 199 industries included, Latham demonstrated his method using the electronic components complex as an example, but failed to take the additional step of showing how this information of the electronic components complex can help to develop cluster-based economic development strategies.

Ó hUallacháin (1984) in his cluster study of the Washington State economy specifically addressed contemporary criticisms towards principal components analysis and strongly reinstated its usefulness for industrial cluster analysis when using input-output tables. While Ó hUallacháin declared principal components analysis as unsuitable for detecting vertical relationships (i.e., co-location of successive stages of production to avoid, for instance, transportation costs), he stated at the same time that PCA is an appropriate method when the focus is on grouping industries' sectors in accordance to similarities in their buying / selling patterns which he refers to as complementary relationships, and which result from external scale economies combined with industry internal agglomeration forces. In addition, Ó hUallacháin (1984, pp. 422) made a strong argument for the use of regional input-output tables in the context of regional cluster analysis: ‘Users of regional input-output tables view functional clusters and spatial complexes as identical phenomena because the data are confined to a single region’. He did R-mode and Q-mode principal components analyses on a (49x49) input-output table of Washington State, supplemented by intra-group interindustry linkage indices; i.e., Chenery and Watanabe’s (1958) forward and backward linkage indices ($L_F$, $L_B$). Altogether, Ó
hUallacháin derived fifteen components from R-mode and Q-mode analyses explaining 83.0 percent and 84.1 percent of the total variance respectively.

Almost twenty years later, and despite the fact that cluster-based economic development analysis made it into the methods toolboxes of economic development strategists in the U.S. as well as in Europe, Feser and Bergman (2000) recognized one major obstacle to contemporaneous industrial cluster analysis, namely (and as mentioned earlier in this paper) the fact that many cluster-based strategies are poorly specified to begin with and that applied industrial cluster analysis often boils down to little more than identifying regional specialization. The bottom line for practitioners is that industrial cluster analysis still remains, at least to some extent, an indecipherable alternative for identifying economic development strategies difficult in its application. To overcome this obstruction, the authors derived cluster templates by applying principal component factor analysis to the detailed 1987 benchmark US input-output accounts of 362 manufacturing industries. The outcome is a total of 23 industrial clusters, which according to the authors are usable as templates for regional, manufacturing-based economic development strategies aiming at enhancing direct and indirect interfirm linkages - such as buyer-supplier and import replacement strategies, technological development, cross-firm networking and industrial park initiatives. Feser and Bergman give preference to national templates rather than choosing regional input-output tables and declare sub-national input-output tables as being too restrictive due to the absence of non-local buying / selling patterns (i.e., domestic exports). According to the authors, the cluster templates allow measuring of regional economic specialization through identification of regional strengths and gaps in particular product chains when comparing regions to the nation. Applying the cluster templates to North Carolina, Feser and Bergman re-classified regional employment and establishment data accordingly. An improved understanding of regional constraints and requirements for economic growth then leads to cluster-based economic development strategies and policy portfolios aiming at increasing regional comparative advantage, an approach demonstrated by the authors by means of North Carolina’s vehicle manufacturing cluster.

The question of whether or not identified clusters fulfill the spatial ‘geographic proximity’ characteristic of industrial complexes has regained strong interest among scholars in recent years. Feser, Koo, Renski, and Sweeney (2001), for instance, incorporated spatial analysis in a cluster study by means of spatial statistical analysis of employment patterns, the Getis and Ord G* statistics. In a first step, the industrial value chain clusters have been identified through a principal component analysis on the national input-output table. In a subsequent step, the geographic concentration of establishments is tested using the G*statistics. Like location quotients, the Ellison and Glaeser index of localization, or the spatial Gini coefficient, the G* statistics is a simple spatial autocorrelation coefficient to measure geographic concentration. Calculated for each individual county in 49 U.S. states using cluster employment levels for the county itself and all neighboring counties, the G* statistics indicates cluster activities across county boundaries. While the location quotient is a widely accepted regional specialization indicator, it falls short of capturing cross-boundary cluster activities. According to the authors, using the G* statistics to measure geographic concentration thus represents an improvement over the more conventional location quotient method. Feser and
Sweeney (2002) redefined the point data approach, the G* statistics, in a cross-metropolitan comparison of 14 MSAs of selected manufacturing clusters. Using chemical manufacturing activity in the U.S., they derive the local G* statistics using different variants of employment data, including chemical employment as a share of county employment and natural log employment of the chemical value chain, the authors emphasize the dependence of derived results on the population distribution across the country. Stimulated by Czamanski’s (1976) handling of this urban settlement influence, Feser and Sweeney fine-tuned the G* statistics by using the residuals of a regression of chemicals value chain employment on population. The outcome is a more discriminating pattern of localized chemical activity in the U.S. In addition, they present an approach for representing intraurban and intrametropolitan clustering by means of Diggle and Chetwynd’s (1991) D function which tests for clustering in the presence of environmental heterogeneity.\(^8\) The importance of analyzing industrial clusters as spatial phenomena rather than a sole operating economic grouping of industries is also emphasized in the work by Feser and Luger (2002). Further, they point out that cluster analysis is best viewed as a general mode of inquiry rather than a narrow technical methodology in regional economic analysis with the specific cluster definition and methodology depending on the particular policy concerns. Industrial clusters must be studied twofold: i) in spatial isolation which sheds light on regional businesses and institutional interdependencies, and as such lays the foundation for understanding the complexity of regional economies, and ii) in spatial context together with a larger economic unit (i.e., state or nation) of which the region is part.

An innovative approach of measuring spatial proximity is demonstrated by Lee, Liu, and Stafford (2000). Using firm-level survey data, the authors try to identify industrial districts in the Cincinnati metropolitan region through measuring local linkages, or local-ness. Conceptually, the authors define industrial districts following closely Wheat (1973). To be called an industrial district, four criteria must be met by firms in the Cincinnati metropolitan region: i) evidence of high degrees of spatial proximity (SP) among firms, ii) existence of vertical linkages (VL), iii) existence of horizontal linkages (HL), and iv) indication of strong local labor force linkages (LL). For each criterion, a local-ness index number ranging from 0 – 1 is calculated. Zero indicates no local-ness and one indicates perfect local-ness. Subsequently, the authors computed a composite Industrial District Index (IDI) from these four local-ness indices.\(^9\) Based on survey data from 71 individual manufacturing plants, the authors found patterns of highly spatially-clustered manufacturing industries (SP = 0.9) in Cincinnati. Confirming prior expectations, they also found that horizontal linkages (HL = 0.31) are more important to firms than vertical linkages (VL = 0.16). However, very interesting is the author’s finding that, despite a high spatial proximity index, the relatively low local-ness indices of vertical and horizontal linkages do not support the argument for the existence of industrial districts in Cincinnati. Based on these findings, the authors conclude that the industrial district concept is questionable at the metropolitan level and below. Defining the region is of major importance in applied industrial district analysis and there is no one spatial scale that fits all circumstances.

Among the sample studies that fall into the third cluster concept, undoubtedly the most

\(^8\) For a detailed description of the D function approach, please see Feser and Sweeney (2002).

\(^9\) For a detailed discussion on the methodology, please see Lee, Liu, and Stafford (2000).
elaborate applied industrial cluster work is the *Cluster Mapping Project* by the Harvard Business School, carried out for all state / metropolitan areas across the U.S. Following the principle that industries group together spatially because of external economies, the project analogously focuses on these cluster-forming externalities. The Harvard Business School’s mapping project uses multiple geographic scales, including states, metropolitan statistical areas (MSA), consolidated metropolitan statistical areas (CMSA), and primary metropolitan statistical areas (PMSA). Accordingly, geographic proximities are calculated for each geographic level. More specifically, every single pair of industries is correlated with one another using 3-digit SIC County Business Pattern employment data. Industries that indicate strong correlations with a predetermined and prominent core industry form the extent of this specific industrial cluster around the core industry. Supplementary information on national value-chain linkages are taken from input-output tables and specific industry knowledge, like expert opinions. As such, the Harvard Business School mapping project methodological approach resembles at least to some degree earlier work by Czamanski (1974, 1976) and Latham III (1976).

Other scholars have applied Porter’s (1998) cluster diamond framework to identify comparative advantages for the exporting industries. Munnich et al. (1998) utilized location quotients to find industry clusters in 18 counties in Southwest Minnesota. After identifying industries that have high location quotients, Porter’s (1998) four components in the cluster diamond are diagnosed for each of the advantageous industries. Comparing these results with studies by Munnich et al. (1996, 2001) in Southeast, South Central and Northeast Minnesota indicate that all four components do not have to be located within geographic proximity to make feedback mechanisms among firms work effectively. Demand does not have to be *home demand*, and related and supporting industries do not have to be in proximity to offer effective supplies and services. Companies can keep in touch with customers via fax, communicate complex machinery specifications to suppliers over the internet, and deliver goods just-in-time using overnight express services. According to Munnich et al., linkages among an industry’s firms are still important, but those feedback mechanisms have evolved into a different form since Porter’s research. Further, they maybe never have been that important to begin with.

**CONCLUSIONS AND FINAL REMARKS**

The field of industrial cluster analysis has come a long way since Isard conceptualized the idea of an industrial district. A large body of literature on various aspects of industrial cluster concepts, definitions of industrial clusters, and numerous quantitative and qualitative approaches to identify them contribute to today’s understanding of industrial clusters. Among the most single influential contributions to understanding the underlying causes for firms and businesses to co-locate in geographic proximity is the work of Marshall, Hoover, and lately Porter. With little to no disagreement on the scholarly contributions explaining why industrial clusters appear in the first place, cluster concepts as well as subsequent methods of cluster identification vary widely among academicians and practitioners. As Doeringer and Terkla (1995) put it, there simply exists no single correct definition of an industrial cluster. However, most (if not all) cluster concepts share a common denominator: industrial clusters refer to groups of firms, businesses, and institutions that co-locate geographically in a specific region and that enjoy economic advantages through this co-location. Deviations from
these commonalities appear when focusing on the interdependencies of these firms, businesses, and institutions. Narrower by definition are **vertically-integrated clusters** where the focus is on the buyer and seller relationships among enterprises. Unsurprisingly, input-output tables are a preferred tool for identifying these interindustry relationships. A second and more comprehensive type of industrial clusters is the **horizontally-integrated cluster** where industries might share one or more factor input conditions, such as a trained labor force, specialized physical or information infrastructure, and/or other similar resources. In addition, regional demand conditions as seen in common markets for intermediate and final products, firm strategies, and the local business environment are recognized cluster suppositions. All these aspects are summarized in Porter’s now famous **Competitive Diamond** metaphor. Additionally, the literature classifies industrial clusters according to the type of product and / or service they provide, the stage of development they have achieved, and the locational dynamics they are subject to (Ketels, 2003).

Usually, industrial clusters are identified through the use of analytical techniques. Popular, but also very limited, are location quotients. Location quotients prove very effective when the focus is on identifying regional specialization as a form of localization economies. In contrast, when industrial clusters are defined on interindustry linkages, a large body of quantitative methods evolved around input-output tables. Here, two conceptually different strains are well documented in the literature: i) direct value chain linkage analysis with focus on production chain linkages, and ii) trading pattern analysis where attention is paid to similarities in buying and selling behavior of industries. The distinction between clusters and industrial complexes plays an important role, as only industrial complexes are defined as groups of industries connected in one way or another and showing significant similarity in their locational pattern - and as such emphasize the spatial aspect of industrial concentration. Proposed methods to measure spatial proximity include regression and correlation analysis, often based on employment and population data. Besides sophisticated analytical methods, qualitative techniques - such as surveys, interviews, or focus groups - are suitable and often applied to detect additional information on interindustry relationships that are not enclosable by means of quantitative techniques. In addition, valuable information on social capital entrepreneurial climate, education and physical infrastructure, and quality of life (to name just few factors that influence a local business climate) can be gained through qualitative analysis techniques.

Moreover, qualitative analysis techniques are a suggestive supplement to quantitative statistical analysis methods for designing region- and industry-specific cluster-based economic development strategies. Industrial clusters do not evolve and mature solely around interindustry relationships, i.e., buying and selling between industries. Rather, they are a product of a large spectrum of locational business factors as illustrated in Porter’s **Diamond of Competitive Advantage**. Identifying industrial clusters and putting them into context with respect to the prevailing regional business climates will help provide an understanding as to how the cluster is embedded into the local economy. It will give the policy-interested analysts and politician a better understanding of how the local economy is structured. And, most importantly, it is a necessary and inevitable step to translate knowledge on industrial clusters into cluster-based economic development policies.
The fact that no consensus has emerged regarding a single coherent cluster definition and/or cluster methodology adds much to the confusion surrounding contemporary cluster analysis. Instead, cluster analysis appears to be a broad umbrella for a wide variety of similar, but nevertheless different concepts and methodologies. Unfortunately, as pointed out by Brenner (2004), when focusing on the reasons why industries clusters emerge, exist or decline, local industrial clusters have only little in common. A deeper understanding of how firms benefit from co-locating is necessary to avoid confusion, formulate a meaningful cluster concept, and select the appropriate cluster methodology. But even a sound and theoretically grounded cluster concept may still admit confusion because, and as noted by Gordon and McCann, no single cluster concept is able to explain the emergence, existence or decline of all industrial clusters. Based on an empirical analysis, the authors suggest fine-tuning of existing cluster approaches. For instance, pure agglomeration with its diffuse, unstable and unrecognized linkages needs to add a spatial externality measure using aggregate production functions. Industrial complex analysis with its focus on production links can improve its local embeddedness by accounting explicitly for factor inputs. It appears that no single cluster concept is uniquely applicable for any cluster study. In addition, the purpose of any study – whether it is a general regional cluster study trying to identify all available clusters or a study of the nature of one pre-selected single cluster – will play a key role for determining the appropriate cluster concept and methodological approach.
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ABSTRACT

This paper analyzes and compares the headquarters communities of the two dominant, national corporate centers in North America. As the pre-eminent cities of their respective countries, New York and Toronto fulfill an important role within their national urban and economic systems. Both cities host businesses and institutions that determine and symbolize the direction of their respective national economies. The analysis of Toronto and New York examines recent trends in the growth and change of the headquarters hosted by the two cities. The results show that the cities are comparable in some ways, such as in their common dominance among the financial institutions of their countries. However, in other ways the headquarters community in each appears to be following distinct paths, as in the distinctive location tendencies of the most rapidly-growing firms in the two cities. The paper presents an analysis and comparison of the corporate community in each city, and provides some interpretation as to the meaning of the results for further development of theory in economic geography.
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“Knowledge of Canada or the United States is the best way to gain insight into the other North American country. Nations can be understood only in comparative perspective. And the more similar the units being compared, the more possible it should be to isolate the factors responsible for differences between them. Looking intensively at Canada and the United States sheds light on both of them.” (Lipset 1990 page xiii)

INTRODUCTION

Corporate headquarters are a highly visible sign of the status of cities. Economically, the presence of head offices contributes a variety of advanced skills and high-paying jobs to the local workforce. Socially, major corporations are among the most important contributors to local foundations and charities, through their funding of museums, universities, and other important community projects. Architecturally, corporate headquarters and key regional offices contribute some of the major landmarks that define a city’s identity, as with the TransAmerica pyramid of San Francisco, or the Prudential Center and the John Hancock tower in Boston. The head offices of corporations hold both tangible and symbolic value for the cities in which they exist.

There are no better examples of corporate headquarters cities in North America than New York and Toronto. New York, along with Tokyo and London, is one of an elite group of world cities that collectively dominate the functioning of the world economy and society (Beaverstock et al. 2000). New York’s collection of head offices is unparalleled within the United States in both its size and its breadth (Klier and Testa 2002). Toronto, by comparison, is a second-tier player in the world system of cities. However, it is no less important than New York when considered within the context of its own national economy, as it too hosts the headquarters of many firms of national and international significance (Rice 2004; Semple 1996). Beyond its business community, Toronto is the country’s social and cultural leader, and news and media hub. Toronto is the Canadian counterpart of New York.

Because of the importance of New York, Toronto, and their associated metropolitan regions within their respective national economies, analysis of the companies and trends characterizing their headquarters communities sheds light not only on the cities themselves, but the larger nations and economies that they lead. This study focuses on the degree of concentration of corporate power as a key indicator and point of comparison for the urban hierarchies and regional economies of Canada and the United States. To what extent do New York and Toronto simply dominate their respective national economies? Dominance, as used here, might be thought of as a measure of the degree to which a city can host and maintain the largest and most important firms in an industry or economic sector, or in the economy taken as a whole (see also Holloway and Wheeler 1991). Such a definition suggests further questions. In which sectors of the economy is it apparent that the two cities are not playing the lead role? How similar are the corporate communities of New York and Toronto, in terms of their sectors of national dominance and recent development trajectories? The strength and status of the two national economic focal points is an important measure of the comparative development of North America’s two industrialized economies.

The following research analyzes the corporations of New York and Toronto, from a national and comparative perspective, by addressing questions in three general areas of inquiry. First, to what extent does each city dominate in headquarters hosting among the economic sectors that are most
central to the functioning of the overall economy? This might be seen as an investigation of the ability of the two national cities to strategically dominate the specific sectors that account for the most important of business resources, such as information and capital. Second, how does each city perform in attracting and hosting large-firm headquarters in the most dynamic of North American industries? This question studies the ability of New York and Toronto to continuously adjust their corporate communities, attracting the elite and most desired of headquarters in the country. Third, how do the two national cities compare in terms of their ability to generate and host the headquarters of individual, rapidly-growing firms? This final question examines small, but nimble, firms – the end of the business scale opposite to the corporate giants ("Establishment firms") that comprise the focus of the first two questions. Put another way, this last area of analysis investigates the degree to which the two cities are reinventing their local economies through innovation, and taking part in North America’s emerging, “Next Wave” economy (Rice 2004, 2005).

The analysis presented here attempts to provide insight into the ongoing, evolutionary development of New York and Toronto. By addressing these two cities, the paper also studies issues of importance to the national development of Canada and the United States. The study begins with a survey of the literature and history connected to this research, followed by an explanation of the New York and Toronto case study and results, and concluding with a discussion of the meaning of the results for the development of theory in economic geography.

**BACKGROUND**

*Quaternary Location Literature*

This research finds its conceptual foundation in the field of business location analysis. The geographic analysis of business locations and strategies is a key thread of investigation within urban and economic geography today (Graff 2006; Rice and Lavoie 2005; Meyer and Green 2003), although location analysis as a field extends to the early work of von Thünen (1826) and Weber (1909). In recent times, location research has conceptualized the distribution of modern business as characterized by market forces that create concentrations of wealth and opportunity. Swyngedouw’s (2004, 1997) “glocalization” concept captures this phenomenon, dealing with the growth of firms that are simultaneously transnational in reach but localized in impact. It is only a fraction of regions worldwide that attract anything but the most basic of activities associated with these corporate empires. Of these favored places, it is a much smaller subset yet that attracts the most elite of corporate decision-making functions. Toronto and New York are prime examples of this corporate concentration, as these cities represent the pinnacle of business activity within two of the wealthiest nations on earth.

Weber’s (1909) early conceptualization of the *central organizing* function within the economy inspired an addition to the location analysis tradition that addresses the prime venues and actors in the global concentration of elite corporate activity (Semple, personal communication). Focused on the modern embodiment of Weber’s “central organizing stratum”, Semple (1985; Semple and Phipps 1982) proposed the creation of *quaternary place theory* to explain the location and geographic evolution of economic decision-making activities. Quaternary location theory deals with corporate headquarters functions and related activities.
Semple’s key contribution to the development of quaternary place theory is his formulation of a general model of quaternary place evolution within a continental economy. Semple’s (1985) evolutionary model features two simultaneous trends: the continuous growth of the economy and the system of cities hosting quaternary functions, and a bell-curve progression in spatial character from an initial dispersion of quaternary activity, through an intermediate phase of increasing concentration of activity in a dominant national center, and on to an ultimate configuration of dispersion in a series of regional centers throughout the country.

Although it has been criticized as lacking insight beyond the developmental phases it envisions (Rice 2005), the Semple model has proved useful in describing the progress of the United States quaternary system. The model provides a foundation for hypothesis of the future development of quaternary centers throughout the country. Research over the past two decades (O’Hagan and Green 2004; Holloway and Wheeler 1991; Semple and Phipps 1982) has demonstrated a broad degree of agreement between the Semple model and the evolution of the United States quaternary system. This research indicates that the 1950s saw the US pass through a period characterized by the increasing dominance of a single, national center, and that the country has now progressed well into the emergence of multiple, regional corporate control cities. By contrast, the Canadian quaternary system appears to be lagging its American counterpart, with Toronto maintaining a strong hold on the headquarters of the largest firms in Canada (O’Hagan and Green 2004; Semple 1996).

Outside of a focus on the largest firms, two other strands of research relevant to quaternary location theory have emerged in recent years. A first area relates to the role of subsidiaries and corporate structure. An acknowledgement of the importance of internal corporate structure and divisional form is important in understanding the true geographic distribution of decision-making capabilities within the modern corporation (Martz and Semple 1985). Transnational corporations and their national subsidiaries in countries around the world are the most prominent examples of geographic complexity in corporate structure. The degree to which these corporations allow their subsidiaries latitude for decision-making at the national level is one indicator of geographic development in terms of quaternary activities. Poon and Thompson (2003) developed a useful categorization of subsidiaries in this dimension. At one end of the scale, quiescent subsidiaries (Taggart 1998) are linked to branch-plant behavior, characterized by a lack of local product development or other information-intensive activity. These firms simply carry out the plan communicated from above. At the other end, developmental subsidiaries have a greater ability to control their operations and to develop new products and services for sale in their national market. The presence of international subsidiaries in a national economy represents a complicating factor in terms of determining the ultimate location of corporate control, but as many subsidiaries operating in the developed world follow the developmental model above, their presence cannot be ignored.

A second area of quaternary-related research, examining the headquarters locations of the most rapidly-growing firms, has demonstrated that these firms have a spatial distribution different from their large-company counterparts in both the US and Canada (Rice 2004, 2005; Lyons 1995; Wheeler 1990). This research has represented a suburban orientation among fast-growing companies in both countries, while the largest firms continue to have more of a bias toward central-city locations. Such findings are important because the
fastest-growing component of the economy is dominated by young firms playing key roles in economic restructuring (Lyons 1995). Rice (2004, 2005) has argued that the study of such firms provides insight into possible directions for the future development of the economy as a whole; thus, such firms are an important element of the present study’s view of Toronto and New York. Comparison of the status of the evolving geographic distributions of both types of firms (large and rapidly-growing) in both countries is also a logical next step for quaternary research, given the emphasis of previous work focused on the individual countries and firm types.

Toronto and New York continue to occupy important places within their respective national economies and urban systems, regardless of differences in development stages. The fact that the US is well into a phase of headquarters dispersion, while Canada continues to concentrate its key corporate decision-makers in Toronto, makes for a useful point of comparison. Given that both cities are premier centers within their respective countries, but are at different stages in their evolving dominance, how do the two nationally-dominant cities compare? What are their similarities, and what are the differences? Before addressing this comparison further, the paper provides some background for understanding the head office activities of New York and Toronto.

**New York’s Evolving Dominance**

New York has a long history of leadership over the American economy. The city’s emergence into the primary position dates to the early expansion of the American nation away from the Atlantic seaboard and into the interior of the continent. Initial competitors for national supremacy, including Boston, Philadelphia, and Baltimore, all suffered from poor land connections over rugged terrain to the rapidly-developing interior. The initial benefit conferred by New York’s Hudson-Mohawk valley link to upstate New York, augmented and extended by the 1825 opening of the Erie Canal, gave the city the advantage it needed to emerge above its competition. By 1840, New York’s population was more than four times greater than any other city in the nation (Knox and McCarthy 2005). Through the 19th century, immigration and technological advancement saw New York grow as a business and financial center. By 1900, New York’s headquarters strength could be seen in its hosting of 69 of the largest 185 conglomerate corporations in America (Schultz and Simmons 1959).

The peak of New York’s headquarters influence occurred around 1950 (Semple and Phipps 1982). Although New York’s post-1950 decline began slowly, periodic crises impacting the city and its broader economy have resulted in the widely-observed headquarters decline of the city. Quante’s (1976) landmark study documented a surge in *Fortune* 500 headquarters movement out of the city from 1968-1974. Although suburbanization of headquarters has been more substantial than relocation to other metropolitan regions, a sustained net outflow of headquarters from the region indicates that a geographic restructuring of corporate decision-making activity has taken place for both New York and the country.

Since the 1970s, New York has seen a succession of downturns and rallies. Population decline and economic stagnation in the early 1970s gave way to a period of expansion marked by a strong stock market and an influx of foreign investment from 1977-1987 (Schwartz 1992). The stock market crash of 1987 and the collapse of the junk bond market in the early 1990s led to further downturns for New York’s corporate sector, but the sustained economic expansion of the 1990s led to yet another period of prosperity for the city and region. The “dot com crash” of 2000 and the September 11,
2001 terrorist attacks marked the beginning of the most recent round of uncertainty for New York. In New York particularly, firms began to examine the costs and vulnerabilities associated with their current inner-city locations (Leon 2003). A city already experiencing intense competition is seeing further challenges to its premier status.

Canada’s Changing Urban Hierarchy

Toronto is Canada’s premier corporate center today, but this was not always the case. Before the Establishment of the Canadian confederation in 1867, a number of centers played key roles in the economy of British North America. A contest for national supremacy emerged between Lower Canada (Quebec) and Upper Canada (Ontario), with the colonial capital moving between Montreal, Toronto, and other cities, before finally settling in Ottawa just prior to the birth of the nation. By the early 1900s it was actually Montreal that had emerged as the clear business leader among Canadian cities. However, as the Canadian population grew, shifted westward, and became increasingly English-speaking, Montreal saw its influence reduced (Semple 1996). Toronto’s centrality to the southern Ontario manufacturing belt, and connection to the growing western provinces via a common language bond, gave it a strategic advantage that propelled it to national prominence by the 1970s.

Once it gained the national lead, Toronto rapidly consolidated its position. By the 1990s, Toronto was the clear Canadian leader. In terms of the corporate hierarchy, Meyer and Green (2003) showed that Toronto in 2001 hosted 33.7% of the 2,786 headquarters of Canadian firms in their study, while second-place Montreal hosted 25.8%. Rice (1996) examined the dynamics that drove Toronto’s rise to the top of the Canadian corporate hierarchy by placing head office location within the context of the evolution of the Canadian economy. Rice showed that, from 1970-1990, Toronto gained a stronger headquarters presence among virtually all growing sectors of the Canadian economy, while sectors declining in their share of the national economy overwhelmingly focused their growth in other centers across the country. Toronto reached a new apex in economic performance in the early 1990s.

Recent events, however, indicate the possibility for change in Toronto, and the Canadian quaternary system in general. The “dot com crash” and post-September 11 economic collapse had a particular impact on Toronto. The business downturn of 2000-2001, greater difficulties associated with travel, and the vulnerabilities highlighted by terrorism caused Toronto-based businesses to reassess their corporate locations. Following these events, in 2004 Imperial Oil announced its plan to relocate its headquarters from Toronto to Calgary. Although this shock involved the relocation of only one firm, Imperial Oil’s previous status as one of the longstanding, elite members of the Toronto corporate community led to widespread questioning of the region’s ranking as a corporate location (Kirby and Cattaneo 2004). While the above does not provide conclusive evidence of the beginning of a lasting decline in the status of Toronto, it does indicate that further investigation is warranted to determine if early signs of a corporate decentralization are indeed evident.

CASE STUDY

Data

The study uses a variety of datasets in its analysis. Following Rice’s (2004, 2005) terminology, this research examines the Establishment group of firms, the largest companies in the United States and Canada as ranked by revenues for both 1996 and
2004, and the *Next Wave* component of the economy, the fastest-growing businesses in the United States and Canada. As the fast-growing group of firms is highly dynamic, and even a single year of data for these businesses yields insight into economic change, the study focuses on data for Next Wave firms for the year 2004 alone. The study selects the analysis years of 1996 and 2004 with reference to the economic downturn of 2000-2001. Analysis of the late 1990s alone would build in the “dot com” bubble without adjustment, while analysis of the 2000s alone would provide a picture only of retrenchment and adjustment. Use of the 1996-2004 study period encompasses the variety of economic conditions that have impacted the North American economy in recent years.

In the United States, data for Establishment firms came from a combination of resources, including data from Dun & Bradstreet’s *Key Business Directory* and the LexisNexis *Corporate Affiliations* database, while US Next Wave data consist solely of information extracted from the *Inc 500* list of companies. These data sources provided information on location, economic sector, and financial results for the top 2,200 US Establishment firms by annual revenues for 1996 and 2004, and the top 500 US Next Wave firms by revenue growth rate for 2004. In Canada, data for Establishment firms came from the *Financial Post 500*, while data for the Canadian Next Wave come from the annual *Profit* magazine ranking of fastest-growing Canadian companies. These Canadian sources provided the top 800 Establishment firms in Canada for 1996 and 2004, and the top 200 Next Wave firms for 2004.

While the data sources listed above are among the best available, gaps do exist in coverage. Private companies and cooperatives may be under-represented, and individual companies that are late in reporting their annual results may not be represented at all. Data for the Next Wave in both Canada and the US come from publications that rely on firms voluntarily providing their financial information. While the prestige factor associated with an *Inc* or *Profit* listing makes it likely that most eligible companies put themselves up for consideration, it is possible that some publicity-shy firms may decline the opportunity. However, considering these possible limitations, the databases assembled for this research provide an economic profile of the highest quality.

Unlike the annual *Fortune 500* compilation of large companies, the Establishment datasets analyzed here for both the US and Canada include both *ultimate parent companies* based inside the country and the *top national subsidiaries* of companies controlled by firms based in other countries. The two national Establishment databases both include international subsidiaries because omission of these firms would lead to an under-weighting of certain sectors of the two national economies. For example, consideration of the Canadian automobile sector without General Motors of Canada would be hopelessly flawed, and a national economic profile that ignores the automotive industry in Canada would be completely inaccurate. Inclusion of top national subsidiaries of foreign parent firms ensures a balanced picture of each national economy. However, to eliminate double-counting of corporations and their subsidiaries within each national database, this study does not consider regional or divisional headquarters when the parent company is located in the same country. The two Establishment databases include information on headquarters location and revenues for every large firm in the US and Canada, regardless of whether those headquarters are associated with an ultimate parent firm or an international subsidiary.

Likewise, for comparability with the US data, public firms were eliminated from the Canadian Next Wave list to create a private-
only ranking, as the *Inc 500* consists only of privately-held companies. This list filtering leaves 156 of the original 200 Canadian Next Wave firms in the analysis for 2004.\(^1\) Given the small size of the Canadian economy in comparison with its US counterpart, use of substantially fewer Canadian than US next wave firms, as above, is justifiable.

For both the Establishment and the Next Wave, the study focuses on corporate revenues as an indicator of economic activity. For all firms, whether ultimate parents or subsidiaries, the study analyzes the global revenues of each firm in question. For parent firms like General Motors, this means that the study revenues may be derived from worldwide sources, while for many of the subsidiaries analyzed here, study revenues are derived principally from Canada or the US. The common element behind all firms in the study is their headquarters location in North America. Collectively, both the parent and subsidiary firms analyzed here are necessary to represent well the sectors of the two major North American economies.

For context, comparison, and definition of the two metropolitan areas, Figure 1 maps the New York and Toronto regions. The maps represent the size and extent of the two urban regions, using the standard metropolitan area limits defined by the US Census for New York and Statistics Canada for Toronto. The maps in Figure 1 define the urban cores (the actual cities of New York and Toronto) and the outlying suburban areas comprising the remainder of the two regions. Selected places outside the urban cores but inside the respective metropolitan areas, such as Fairfield, Stamford, and Greenwich on the New York map and Markham and Mississauga in the Toronto region, are very important hosts of headquarters and other corporate activity.

---

\(^1\) For analysis by sector, I assigned each Establishment and Next Wave business in the study to one of 16 sectors I defined based on the firms’ North American Industrial Coding System (NAICS) codes:

1. energy and resources (NAICS codes 111, 112, 115, 211, 212, 213)
2. transportation, trades, utilities (231, 236, 237, 238, 481, 482, 483, 484, 485, 486, 487, 488, 492, 493)
3. food, textile, and related manufacturing (311, 312, 313, 314, 315, 316)
4. forestry product and related manufacturing (321, 323, 337)
5. machinery and metal manufacturing (331, 332, 333)
6. plastic, glass, and miscellaneous manufacturing (324, 326, 327, 339)
7. high technology and chemical manufacturing (325, 334, 335, 336)
8. wholesale (422, 423, 424, 425)
9. retail (441, 442, 443, 444, 445, 446, 447, 448, 451, 452, 453, 454)
10. communication (511, 512, 515, 517, 518, 519)
11. finance, insurance, and real estate (FIRE) (522, 523, 524, 525, 531, 532, 533, and all diversified financial holding companies from 551)
12. business services (541, 561, 562)
13. diversified/holding companies (all non-financial holding companies from 551, as well as other firms with substantial operations in multiple sectors based on the Corporate Affiliations database)
14. education and health services (611, 621, 622, 623, 624)
15. restaurants, accommodation, and recreation (711, 713, 721, 722)
16. other services (811, 812, 813, 921)
Focusing on revenues as an indicator of economic activity, Tables 1 (US firms) and 2 (Canadian firms) briefly explore the use of revenues compared to assets, another important measure of corporate size or influence within the economy. The firms listed in the two tables represent the apex of power in the US and Canada. The tables show that, although the revenue and asset rankings are not the same, there is much in common between the two measures. Comparing within each country, the two US
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top-ten lists share four members, as do the two Canadian lists. In both tables, New York (Table 1) and Toronto (Table 2) play central roles: in the four top-ten lists, the two metropolitan areas account for 4, 7, 7, and 6 firms respectively. While use of one measure over another will vary the corporate ranking, as in the emphasis of the asset ranking on financial firms, this study chooses for simplicity to use the single, revenue indicator of business volume.

Table 1: Top United States Establishment Firms by Revenues and Assets, 2004

<table>
<thead>
<tr>
<th>National Rank</th>
<th>Company Name</th>
<th>City</th>
<th>Revenues, 2004 (US$1000s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Wal-Mart Stores</td>
<td>Bentonville, AR</td>
<td>$288,189,000</td>
</tr>
<tr>
<td>2</td>
<td>Exxon Mobil</td>
<td>Irving, TX</td>
<td>$270,772,000</td>
</tr>
<tr>
<td>3</td>
<td>General Motors*</td>
<td>Detroit, MI</td>
<td>$193,517,000</td>
</tr>
<tr>
<td>4</td>
<td>Ford Motor</td>
<td>Dearborn, MI</td>
<td>$172,233,000</td>
</tr>
<tr>
<td>5</td>
<td>General Electric*</td>
<td>Fairfield, CT</td>
<td>$152,363,000</td>
</tr>
<tr>
<td>6</td>
<td>ChevronTexaco</td>
<td>San Ramon, CA</td>
<td>$147,967,000</td>
</tr>
<tr>
<td>7</td>
<td>ConocoPhillips</td>
<td>Houston, TX</td>
<td>$121,663,000</td>
</tr>
<tr>
<td>8</td>
<td>Citigroup*</td>
<td>New York, NY</td>
<td>$108,276,000</td>
</tr>
<tr>
<td>9</td>
<td>American International Group*</td>
<td>New York, NY</td>
<td>$98,610,000</td>
</tr>
<tr>
<td>10</td>
<td>International Business Machines</td>
<td>Armonk, NY</td>
<td>$96,293,000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>National Rank</th>
<th>Company Name</th>
<th>City</th>
<th>Assets, 2004 (US$1000s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Citigroup*</td>
<td>New York, NY</td>
<td>$1,484,101,100</td>
</tr>
<tr>
<td>2</td>
<td>J.P. Morgan Chase</td>
<td>New York, NY</td>
<td>$1,157,248,000</td>
</tr>
<tr>
<td>3</td>
<td>Bank of America</td>
<td>Charlotte, NC</td>
<td>$1,110,457,000</td>
</tr>
<tr>
<td>4</td>
<td>American International Group*</td>
<td>New York, NY</td>
<td>$800,000,000</td>
</tr>
<tr>
<td>5</td>
<td>Morgan Stanley</td>
<td>New York, NY</td>
<td>$775,410,000</td>
</tr>
<tr>
<td>6</td>
<td>General Electric*</td>
<td>Fairfield, CT</td>
<td>$750,330,000</td>
</tr>
<tr>
<td>7</td>
<td>Merrill Lynch</td>
<td>New York, NY</td>
<td>$648,059,000</td>
</tr>
<tr>
<td>8</td>
<td>Goldman Sachs</td>
<td>New York, NY</td>
<td>$531,379,000</td>
</tr>
<tr>
<td>9</td>
<td>Wachovia</td>
<td>Charlotte, NC</td>
<td>$493,324,000</td>
</tr>
<tr>
<td>10</td>
<td>General Motors*</td>
<td>Detroit, MI</td>
<td>$479,603,000</td>
</tr>
</tbody>
</table>

Firms in bold are located in the New York metropolitan area.
* Firms appearing in both lists above

Source: Dun & Bradstreet, Corporate Affiliations
Table 2: Top Canadian Establishment Firms by Revenues and Assets, 2004

<table>
<thead>
<tr>
<th>National Rank</th>
<th>Company Name</th>
<th>City</th>
<th>Revenues, 2004 (C$1000s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>General Motors of Canada</td>
<td>Oshawa, ON</td>
<td>$37,144,552</td>
</tr>
<tr>
<td>2</td>
<td>Alcan</td>
<td>Montreal, QC</td>
<td>$32,375,384</td>
</tr>
<tr>
<td>3</td>
<td>George Weston</td>
<td>Toronto, ON</td>
<td>$29,798,000</td>
</tr>
<tr>
<td>4</td>
<td>Manulife Financial*</td>
<td>Toronto, ON</td>
<td>$27,150,000</td>
</tr>
<tr>
<td>5</td>
<td>Magna International</td>
<td>Aurora, ON</td>
<td>$26,869,552</td>
</tr>
<tr>
<td>6</td>
<td>Royal Bank of Canada*</td>
<td>Toronto, ON</td>
<td>$25,204,000</td>
</tr>
<tr>
<td>7</td>
<td>Power Corp. of Canada*</td>
<td>Montreal, QC</td>
<td>$24,323,000</td>
</tr>
<tr>
<td>8</td>
<td>Imperial Oil</td>
<td>Toronto, ON</td>
<td>$22,408,000</td>
</tr>
<tr>
<td>9</td>
<td>Sun Life Financial*</td>
<td>Toronto, ON</td>
<td>$21,748,000</td>
</tr>
<tr>
<td>10</td>
<td>Bombardier</td>
<td>Montreal, QC</td>
<td>$20,511,000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>National Rank</th>
<th>Company Name</th>
<th>City</th>
<th>Assets, 2004 (C$1000s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Royal Bank of Canada*</td>
<td>Toronto, ON</td>
<td>$429,196,000</td>
</tr>
<tr>
<td>2</td>
<td>The Toronto-Dominion Bank</td>
<td>Toronto, ON</td>
<td>$311,027,000</td>
</tr>
<tr>
<td>3</td>
<td>The Bank of Nova Scotia</td>
<td>Toronto, ON</td>
<td>$279,212,000</td>
</tr>
<tr>
<td>4</td>
<td>Canadian Imperial Bank of Commerce</td>
<td>Toronto, ON</td>
<td>$278,764,000</td>
</tr>
<tr>
<td>5</td>
<td>Bank of Montreal</td>
<td>Montreal, QC</td>
<td>$265,194,000</td>
</tr>
<tr>
<td>6</td>
<td>Manulife Financial*</td>
<td>Toronto, ON</td>
<td>$184,246,000</td>
</tr>
<tr>
<td>7</td>
<td>Caisse de depot et placement</td>
<td>Montreal, QC</td>
<td>$147,200,000</td>
</tr>
<tr>
<td>8</td>
<td>Sun Life Financial*</td>
<td>Toronto, ON</td>
<td>$107,757,000</td>
</tr>
<tr>
<td>9</td>
<td>Power Corp. of Canada*</td>
<td>Montreal, QC</td>
<td>$105,940,000</td>
</tr>
<tr>
<td>10</td>
<td>Mouvement des caisses Desjardins</td>
<td>Levis, QC</td>
<td>$103,574,000</td>
</tr>
</tbody>
</table>

Firms in bold are located in the Greater Toronto Area.

*Firms appearing in both lists above

Source: Financial Post

Table 3 provides a high-level comparison between the two cities by representing the composition of the headquarters communities and the leading firms in New York and Toronto. The table indicates the importance of key sectors such as “high technology and chemical manufacturing” and “finance, insurance, and real estate” among the businesses in both cities. However, two key notes of contrast appear on close inspection of the table. First, Toronto appears to be vastly more important for Canada among the top Establishment firms in this study than New York is within the US. This is shown by the fact that the New

---

2 Although Imperial Oil announced its relocation to Calgary in early 2004, this move took several months to accomplish. This analysis lists it as a Toronto firm for 2004.
York region accounts for 303 firms from the 2200-firm US database, while the Toronto region hosts 307 firms out of the top 800 in Canada. Second, while both US and Canadian databases include international subsidiaries, such firms appear to be much more important for Toronto and Canada than for New York and the US. This is shown by the fact that the largest firm in five of 16 sectors in Toronto is an international subsidiary, while this is true in no sector in New York.

Table 3: Headquarters Communities of New York and Toronto, 2004

<table>
<thead>
<tr>
<th>Sector</th>
<th>New York Metropolitan Area</th>
<th>Greater Toronto Area</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of Firms, 2004 (% of Total)</td>
<td>Region’s Largest Firm (2004 Revenues)</td>
</tr>
<tr>
<td>Energy &amp; Resources</td>
<td>3 (1%)</td>
<td>Schlumberger</td>
</tr>
<tr>
<td>Transportation, Trades, and Utilities</td>
<td>11 (4%)</td>
<td>Turner Construction</td>
</tr>
<tr>
<td>Food, Textile, and Related Manufacturing</td>
<td>12 (4%)</td>
<td>Altria Group</td>
</tr>
<tr>
<td>Forestry Product and Related Manufacturing</td>
<td>8 (3%)</td>
<td>International Paper</td>
</tr>
<tr>
<td>Machinery and Metal Manufacturing</td>
<td>12 (4%)</td>
<td>American Standard</td>
</tr>
<tr>
<td>Plastic, Glass, and Misc. Manufacturing</td>
<td>7 (2%)</td>
<td>Amerada Hess</td>
</tr>
<tr>
<td>High Tech &amp; Chemical Manufacturing</td>
<td>46 (15%)</td>
<td>Pfizer</td>
</tr>
<tr>
<td>Wholesale</td>
<td>26 (8%)</td>
<td>Bunge</td>
</tr>
<tr>
<td>Retail</td>
<td>33 (11%)</td>
<td>Toys ‘R’ Us</td>
</tr>
<tr>
<td>Communication</td>
<td>30 (10%)</td>
<td>Verizon</td>
</tr>
<tr>
<td>Finance, Insurance, Real Estate</td>
<td>50 (16%)</td>
<td>Citigroup</td>
</tr>
<tr>
<td>Business Services</td>
<td>36 (12%)</td>
<td>IBM</td>
</tr>
<tr>
<td>Diversified/Holding Companies</td>
<td>12 (4%)</td>
<td>General Electric</td>
</tr>
<tr>
<td>Education and Health Services</td>
<td>10 (3%)</td>
<td>WellChoice</td>
</tr>
<tr>
<td>Restaurants, Accommodation, and Recreation</td>
<td>7 (2%)</td>
<td>Starwood Hotels</td>
</tr>
<tr>
<td>Other Services</td>
<td>0 (0%)</td>
<td>-</td>
</tr>
<tr>
<td><strong>Regional Total</strong></td>
<td><strong>303 (100%)</strong></td>
<td><strong>General Electric</strong></td>
</tr>
</tbody>
</table>

* Subsidiary of a foreign parent firm

Source: Dun & Bradstreet, Corporate Affiliations, Financial Post


Research Questions

This study uses the conceptual framework, historical background, and databases described above to investigate the evolving relationship between New York, Toronto, and their respective national economies. This research compares the two cities and nations, providing insight into the changes impacting the economies and corporate communities under study. Below I outline the key research questions addressed in this investigation.

The first research question, the strategic dominance premise, investigates the relationship between each study city and its connected national economy. This premise studies the extent to which each city dominates three sectors of particular importance in the modern global economy: finance, insurance, and real estate (FIRE), business services, and communication. The ability to finance large-scale projects, to support corporate activities through high-level analysis and advice, and to shape, control, and use modern communication technology, is fundamental to the ongoing operations of the modern corporation.

The second research question broadens the inquiry to address the relationship between the two study cities and their national economies. Following Rice’s (1996) finding of Toronto’s concentrated headquarters growth in expanding sectors of the Canadian economy from 1970-1990, the sectoral growth premise examines the extent to which this same phenomenon continued in Toronto over the later 1996-2004 period covered by the present study. Has Toronto continued attracting and maintaining Establishment headquarters in sectors that are growing, or are large-company headquarters in these sectors now oriented to alternate locations elsewhere? The investigation also extends this same analysis to New York – to what extent does New York host Establishment firms in expanding sectors of the US national economy? For both New York and Toronto, confirmation of their drawing power in growing sectors would provide strong evidence for a continuation of their nationally-dominant status.

The final research question examined here addresses the status of New York and Toronto as incubators of rapidly-growing firms. The Next Wave premise compares the Next Wave hosting abilities of the two pre-eminent cities through investigation of two linked questions. First, do the two cities play a similar role in generating Next Wave firms within their respective national economies? Second, are Next Wave firms in the two cities primarily suburban in orientation, following previous nationally-focused studies of the Next Wave in the two countries (Rice 2004, 2005; Wheeler 1990)? Suburbanization matters for all firms, but this study breaks out the suburban tendencies relating specifically to Next Wave firms because of their connection with economic change and the emergence of new industries. Detailed investigation of the location of Next Wave firms has the promise to provide at least partial insight into possible directions for the future evolution of the economy (Rice 2005). This question lays groundwork for further investigation of the role and importance of the Next Wave within the US and Canadian economies.

---

For simplicity, from here onward in this article and unless otherwise specified, “New York” and “Toronto” refer to the two entire metropolitan regions (and not only the urban cores defined by the actual cities of New York and Toronto).
Methodology

The primary quantitative technique of note used to investigate the questions defined above is the calculation of location quotients for New York and Toronto. The location quotient compares the activity taking place in a given local region and the corresponding activity occurring at the national level. For any given place and economic sector, a location quotient greater than 100 indicates that the place hosts more activity in the sector relative to what occurs at the national level, while a location quotient less than 100 indicates that the place hosts less activity in the sector than occurs at the national level (Frederiksen and Langer 2004). Ono (2006) provides a good example of the application of location quotients in the study of corporate headquarters specifically.

Results

Beginning with investigation of the strategic dominance premise, Tables 4 and 5 summarize the key figures for the communication, FIRE, and business service sectors in New York and Toronto. Table 4 demonstrates New York’s strength in the three sectors, with all three location quotients being well in excess of 150. Given the country’s large and diverse urban-quaternary system, including many strong competitor regions, the concentration of between 30% and 40% of each of these strategic sectors in New York represents a substantial show of strength. Table 5 provides a parallel representation of Toronto’s presence in the three strategic sectors. While Toronto does indeed dominate the business services and FIRE sectors as anticipated (business services being particularly strong, accounting for over 90% of revenues in the sector in Canada), the communication sector falls substantially below national average (location quotient of 73.7).

Table 4: Strategic Sector Comparison, US National Economy versus the New York Metropolitan Region

<table>
<thead>
<tr>
<th>Sector</th>
<th>Total National Revenues, 2004*</th>
<th>Sector as a Percent of National Total</th>
<th>Total New York Region Revenues, 2004*</th>
<th>Sector as Percent of NY Total</th>
<th>NY Region Location Quotient</th>
<th>NY Sector as Percent of National Sector</th>
</tr>
</thead>
<tbody>
<tr>
<td>Commun.</td>
<td>$678,829,310,572</td>
<td>5.5</td>
<td>$270,783,483,000</td>
<td>11.7</td>
<td>211.6</td>
<td>39.9</td>
</tr>
<tr>
<td>FIRE</td>
<td>$1,741,408,969,543</td>
<td>14.1</td>
<td>$678,254,879,000</td>
<td>29.2</td>
<td>206.6</td>
<td>38.9</td>
</tr>
<tr>
<td>Bus. Serv.</td>
<td>$806,126,724,000</td>
<td>6.5</td>
<td>$261,406,449,000</td>
<td>11.3</td>
<td>172.0</td>
<td>32.4</td>
</tr>
</tbody>
</table>

* Based on analysis of the top 2,200 firms in the United States by revenue

Source: Dun & Bradstreet, Corporate Affiliations
Table 5: Strategic Sector Comparison, Canadian National Economy versus the Greater Toronto Area (GTA)

<table>
<thead>
<tr>
<th>Sector</th>
<th>Total National Revenues, 2004*</th>
<th>Sector as Percent of National Total</th>
<th>Total GTA Revenues, 2004*</th>
<th>Sector as Percent of GTA Total</th>
<th>GTA Location Quotient</th>
<th>GTA Sector as Percent of National Sector</th>
</tr>
</thead>
<tbody>
<tr>
<td>Commun.</td>
<td>$74,409,673,000</td>
<td>5.4</td>
<td>$23,564,922,000</td>
<td>4.0</td>
<td>73.7</td>
<td>31.7</td>
</tr>
<tr>
<td>FIRE</td>
<td>$251,059,180,000</td>
<td>19.1</td>
<td>$145,991,337,000</td>
<td>24.6</td>
<td>135.4</td>
<td>58.2</td>
</tr>
<tr>
<td>Bus. Serv.</td>
<td>$6,569,543,000</td>
<td>0.5</td>
<td>$5,918,392,000</td>
<td>1.0</td>
<td>209.8</td>
<td>90.1</td>
</tr>
</tbody>
</table>

* Based on analysis of the top 800 firms in Canada by revenue

Source: Financial Post

Analysis of the sectoral growth premise begins with Tables 6 and 7, which provide two distinct contributions. First, the tables depict the changing composition of the national economies of the United States and Canada over the 1996-2004 study period, based on analysis of the Establishment databases. The tables show that the economies of the two countries differ substantially. For example, the FIRE sector leads in relative growth among all sectors in the US, while in Canada FIRE ranks 15th of 16 sectors (actually posting a decline in share of the economy). The tables also highlight some parallels between the two economies, however. For example, retail ranks as a strong growth sector in both (4th ranking in both the US and Canada).

A second contribution of Tables 6 and 7 is a comparison of the composition of the corporate communities of New York and Toronto with the sectoral ranking of growth and decline. Table 6 shows that the top two sectors for US national growth, FIRE and business services, are sectors of particular emphasis among New York’s headquarters. However, all other sectors experiencing growth nationally, such as plastic, glass, and miscellaneous manufacturing, retail, and education and health, are only weakly represented in New York. New York’s remaining areas of corporate strength, including communication firms, all fall within the declining portion of the economy.

Table 7 represents a similar situation for Toronto. In contrast with Rice’s (1996) observations for 1970-1990, Table 7 shows that Toronto’s headquarters community features some Canadian sectors that expanded from 1996 to 2004 (retail, and high technology and chemical manufacturing), some close-to-neutral-growth sectors (business services, machinery and metal manufacturing), and some strongly declining sectors (FIRE, diversified/holding companies). The growth orientation of Toronto’s corporations appears to have shifted in the 1990s.

---

4 The relative decline of FIRE in Canada is due to the rapid expansion of other sectors in the country, most prominently energy and resources, and is not a sign of an actual decline in Canadian FIRE revenues. Such a relative decline in FIRE in Canada, banking specifically, has been foreseen as an impact of greater international financial competition (Semple and Rice 1994).
Table 6: The New York Region Headquarters Community Compared with the Changing Composition of the United States Economy, 1996-2004

<table>
<thead>
<tr>
<th>Description</th>
<th>Size, 1996 (% of Revenue Total)*</th>
<th>Size, 2004 (% of Revenue Total)*</th>
<th>National Sectoral Change 1996-2004 (%)**</th>
<th>NY Region Location Quotient, 2004</th>
<th>NY Region as a Percent of the National Total for Sector, 2004</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finance, Insurance, Real Estate</td>
<td>9.6</td>
<td>14.1</td>
<td>+4.5</td>
<td>206.6</td>
<td>38.9</td>
</tr>
<tr>
<td>Business Services</td>
<td>2.9</td>
<td>6.5</td>
<td>+3.7</td>
<td>172.0</td>
<td>32.4</td>
</tr>
<tr>
<td>Plastic, Glass, and Misc. Manufacturing</td>
<td>4.6</td>
<td>6.3</td>
<td>+1.7</td>
<td>29.2</td>
<td>5.5</td>
</tr>
<tr>
<td>Retail</td>
<td>12.1</td>
<td>13.3</td>
<td>+1.2</td>
<td>43.2</td>
<td>8.1</td>
</tr>
<tr>
<td>Education and Health</td>
<td>2.1</td>
<td>2.4</td>
<td>+0.3</td>
<td>43.6</td>
<td>8.2</td>
</tr>
<tr>
<td>Other Services</td>
<td>0.1</td>
<td>0.2</td>
<td>+0.2</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Restaurants, Accommodation, and Recreation</td>
<td>1.5</td>
<td>1.7</td>
<td>+0.1</td>
<td>52.7</td>
<td></td>
</tr>
<tr>
<td>Transportation, Trades, and Utilities</td>
<td>8.3</td>
<td>8.4</td>
<td>+0.1</td>
<td>33.8</td>
<td>6.4</td>
</tr>
<tr>
<td>Diversified/Holding Companies</td>
<td>9.3</td>
<td>9.1</td>
<td>-0.2</td>
<td>123.4</td>
<td>23.3</td>
</tr>
<tr>
<td>Communication</td>
<td>5.8</td>
<td>5.5</td>
<td>-0.3</td>
<td>211.6</td>
<td>39.9</td>
</tr>
<tr>
<td>Wholesale</td>
<td>7.2</td>
<td>6.4</td>
<td>-0.9</td>
<td>65.9</td>
<td>12.4</td>
</tr>
<tr>
<td>Food, Textile, and Related Manufacturing</td>
<td>5.3</td>
<td>4.2</td>
<td>-1.1</td>
<td>132.5</td>
<td>25.0</td>
</tr>
<tr>
<td>Energy &amp; Resources</td>
<td>2.7</td>
<td>1.6</td>
<td>-1.1</td>
<td>38.7</td>
<td>7.3</td>
</tr>
<tr>
<td>Forestry Product and Related Manufacturing</td>
<td>2.7</td>
<td>1.4</td>
<td>-1.3</td>
<td>125.8</td>
<td>23.7</td>
</tr>
<tr>
<td>Machinery and Metal Manufacturing</td>
<td>5.6</td>
<td>2.9</td>
<td>-2.7</td>
<td>58.9</td>
<td>11.1</td>
</tr>
<tr>
<td>High Tech &amp; Chemical Manufacturing</td>
<td>20.1</td>
<td>15.9</td>
<td>-4.2</td>
<td>65.5</td>
<td>12.3</td>
</tr>
</tbody>
</table>

*Sectors in bold* are sectors with location quotients exceeding 100

* Based on analysis of the top 2,200 firms in the United States by revenue
** Size percentage for 2004, minus the size percentage for 1996

Source: *Dun & Bradstreet, Corporate Affiliations*
Table 7: The Greater Toronto Area Headquarters Community Compared with the Changing Composition of the Canadian Economy, 1996-2004

<table>
<thead>
<tr>
<th>Sector</th>
<th>Size, 1996 (% of Revenue Total)*</th>
<th>Size, 2004 (% of Revenue Total)*</th>
<th>National Sectoral Change 1996-2004 (%)**</th>
<th>GTA Location Quotient, 2004</th>
<th>GTA as a Percent of the National Total for Sector, 2004</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy &amp; Resources</td>
<td>11.2</td>
<td>15.1</td>
<td>+3.9</td>
<td>51.8</td>
<td>22.2</td>
</tr>
<tr>
<td>Transportation, Trades, and Utilities</td>
<td>5.9</td>
<td>9.1</td>
<td>+3.1</td>
<td>38.6</td>
<td>16.6</td>
</tr>
<tr>
<td>High Tech &amp; Chemical Manufacturing</td>
<td>16.6</td>
<td>19.2</td>
<td>+2.6</td>
<td>157.5</td>
<td>67.6</td>
</tr>
<tr>
<td>Retail</td>
<td>7.0</td>
<td>9.6</td>
<td>+2.6</td>
<td>104.8</td>
<td>45.0</td>
</tr>
<tr>
<td>Restaurants, Accommodation, and Recreation</td>
<td>0.9</td>
<td>1.9</td>
<td>+1.0</td>
<td>91.2</td>
<td>39.2</td>
</tr>
<tr>
<td>Business Services</td>
<td>0.2</td>
<td>0.5</td>
<td>+0.3</td>
<td>209.8</td>
<td>90.1</td>
</tr>
<tr>
<td>Plastic, Glass, and Misc. Manufacturing</td>
<td>0.2</td>
<td>0.3</td>
<td>+0.1</td>
<td>26.9</td>
<td>11.5</td>
</tr>
<tr>
<td>Education and Health Services</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Other Services</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Machinery and Metal Manufacturing</td>
<td>3.5</td>
<td>2.9</td>
<td>-0.5</td>
<td>103.1</td>
<td>44.3</td>
</tr>
<tr>
<td>Food, Textile, and Related Manufacturing</td>
<td>4.0</td>
<td>3.4</td>
<td>-0.6</td>
<td>103.3</td>
<td>44.3</td>
</tr>
<tr>
<td>Forestry Product and Related Manufacturing</td>
<td>4.2</td>
<td>3.3</td>
<td>-0.9</td>
<td>35.4</td>
<td>15.2</td>
</tr>
<tr>
<td>Wholesale</td>
<td>6.4</td>
<td>4.7</td>
<td>-1.7</td>
<td>30.7</td>
<td>13.2</td>
</tr>
<tr>
<td>Communication</td>
<td>7.9</td>
<td>5.4</td>
<td>-2.6</td>
<td>73.7</td>
<td>31.7</td>
</tr>
<tr>
<td>Finance, Insurance, Real Estate</td>
<td>21.9</td>
<td>19.1</td>
<td>-2.8</td>
<td>135.4</td>
<td>58.2</td>
</tr>
<tr>
<td>Diversified/Holding Companies</td>
<td>10.0</td>
<td>5.4</td>
<td>-4.6</td>
<td>120.8</td>
<td>51.9</td>
</tr>
</tbody>
</table>

Sectors in bold are sectors with location quotients exceeding 100

* Based on analysis of the top 800 firms in Canada by revenue

** Size percentage for 2004, minus the size percentage for 1996

*Source: Financial Post*
Table 8 provides a direct comparison between the sectors of emphasis for the headquarters communities of New York and Toronto. The table shows a number of areas of correspondence, as the two cities both possess strengths in FIRE, business services, and diversified/holding companies. The analysis also highlights a few areas of difference between the two cities, such as the headquarters strength of high technology and chemical manufacturing in Toronto, and the corresponding headquarters weakness of the sector in New York.

**Table 8: Canada-US and Toronto-New York Key Comparisons, 1996-2004**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy &amp; Resources</td>
<td>3.9</td>
<td>-1.1</td>
<td>51.8</td>
<td>38.7</td>
</tr>
<tr>
<td>Transportation, Trades, and Utilities</td>
<td>3.1</td>
<td>0.1</td>
<td>38.6</td>
<td>33.8</td>
</tr>
<tr>
<td>Food, Textile, and Related Manufacturing</td>
<td>-0.6</td>
<td>-1.1</td>
<td>103.3</td>
<td>132.5</td>
</tr>
<tr>
<td>Forestry Product and Related Manufacturing</td>
<td>-0.9</td>
<td>-1.3</td>
<td>35.4</td>
<td>125.8</td>
</tr>
<tr>
<td>Machinery and Metal Manufacturing</td>
<td>-0.5</td>
<td>-2.7</td>
<td>103.1</td>
<td>58.9</td>
</tr>
<tr>
<td>Plastic, Glass, and Misc. Manufacturing</td>
<td>0.1</td>
<td>1.7</td>
<td>26.9</td>
<td>29.2</td>
</tr>
<tr>
<td>High Tech &amp; Chemical Manufacturing</td>
<td>3.1</td>
<td>-4.2</td>
<td>157.5</td>
<td>65.5</td>
</tr>
<tr>
<td>Wholesale</td>
<td>-1.7</td>
<td>-0.9</td>
<td>30.7</td>
<td>65.9</td>
</tr>
<tr>
<td>Retail</td>
<td>3.1</td>
<td>1.2</td>
<td>104.8</td>
<td>43.2</td>
</tr>
<tr>
<td>Communication</td>
<td>-2.6</td>
<td>-0.3</td>
<td>73.7</td>
<td>211.6</td>
</tr>
<tr>
<td>Finance, Insurance, Real Estate</td>
<td>-2.8</td>
<td>4.5</td>
<td>135.4</td>
<td>206.6</td>
</tr>
<tr>
<td>Business Services</td>
<td>0.3</td>
<td>3.7</td>
<td>209.8</td>
<td>172.0</td>
</tr>
<tr>
<td>Diversified/Holding Companies</td>
<td>-4.6</td>
<td>-0.2</td>
<td>120.8</td>
<td>123.4</td>
</tr>
<tr>
<td>Education and Health Services</td>
<td>0.0</td>
<td>0.3</td>
<td>n/a</td>
<td>43.6</td>
</tr>
<tr>
<td>Restaurants, Accommodation, and Recreation</td>
<td>1.0</td>
<td>0.1</td>
<td>91.2</td>
<td>52.7</td>
</tr>
<tr>
<td>Other Services</td>
<td>0.0</td>
<td>0.2</td>
<td>n/a</td>
<td>0.0</td>
</tr>
</tbody>
</table>

*Location quotient figures in bold exceed 100*

**Source:** Dun & Bradstreet, Corporate Affiliations, Financial Post

Table 9 addresses the final, Next Wave premise. The table depicts two areas of sharp contrast between New York and Toronto. First, the Next Wave firm urban/suburban productivity relationship is inverted between the two, as the most productive Next Wave
host in the New York region is the suburban
ring, while it is the central city that accounts
for the majority of Next Wave firms in
Toronto. Second, the two cities are different
in terms of their Next Wave relationship
with their respective national economies.
New York is less significant within the US
Next Wave than Toronto is within the
Canadian equivalent. Table 10 places New
York’s Next Wave community in a national
context, showing that New York ranks
second among all US metropolitan areas to
Washington, DC.

Table 9: New York-Toronto Next Wave Comparisons, 2004

<table>
<thead>
<tr>
<th></th>
<th>NY Region (# Firms)</th>
<th>NY Region (% of City Total)</th>
<th>US Next Wave (% of National Total)</th>
<th>GTA (# Firms)</th>
<th>GTA (% of City Total)</th>
<th>Canadian Next Wave (% of National Total)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central City*</td>
<td>9</td>
<td>30.0</td>
<td>1.8</td>
<td>31</td>
<td>58.5</td>
<td>19.9</td>
</tr>
<tr>
<td>Suburban Ring**</td>
<td>21</td>
<td>70.0</td>
<td>4.2</td>
<td>22</td>
<td>41.5</td>
<td>14.1</td>
</tr>
<tr>
<td>Total</td>
<td>30</td>
<td>100.0</td>
<td>6.0</td>
<td>53</td>
<td>100.0</td>
<td>34.0</td>
</tr>
</tbody>
</table>

* The cities of New York and Toronto
** Locations inside the respective metropolitan areas, but outside the cities of New York and Toronto

Source: Author’s tabulation of data from Inc Magazine (US) and Profit Magazine (Canada)

Table 10: US Next Wave by Metropolitan Region, 2004

<table>
<thead>
<tr>
<th>Rank, 2004</th>
<th>Metropolitan Region</th>
<th>Next Wave Firms, 2004</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Washington, DC</td>
<td>36</td>
</tr>
<tr>
<td>2</td>
<td>New York, NY</td>
<td>30</td>
</tr>
<tr>
<td>3 (tie)</td>
<td>San Francisco-Oakland-San Jose, CA</td>
<td>22</td>
</tr>
<tr>
<td>3 (tie)</td>
<td>Boston, MA</td>
<td>22</td>
</tr>
<tr>
<td>5</td>
<td>Atlanta, GA</td>
<td>16</td>
</tr>
<tr>
<td>6</td>
<td>Dallas-Fort Worth TX</td>
<td>13</td>
</tr>
<tr>
<td>7</td>
<td>Salt Lake City, UT</td>
<td>9</td>
</tr>
<tr>
<td>8 (tie)</td>
<td>Portland, OR</td>
<td>7</td>
</tr>
<tr>
<td>8 (tie)</td>
<td>Baltimore, MD</td>
<td>7</td>
</tr>
<tr>
<td>10 (tie)</td>
<td>Louisville, KY</td>
<td>6</td>
</tr>
<tr>
<td>10 (tie)</td>
<td>Houston, TX</td>
<td>6</td>
</tr>
</tbody>
</table>

Source: Author’s tabulation of data from Inc Magazine

**DISCUSSION AND CONCLUSION**

This study has analyzed the headquarters communities of New York and Toronto within the context of the evolving national economies of the United States and Canada. Investigation of the strategic dominance premise showed that the key sectors of finance, insurance, and real estate (FIRE) and business services remain strongly concentrated in both New York and Toronto. A third sector, communication, has a strong
These findings indicate that, despite any forces that may be acting to decentralize headquarters and corporate power in the two countries, both cities continue to play crucial roles within their respective national economies. Although New York is over a half-century removed from its peak, it continues to maintain a complex of headquarters in elite sectors, giving it an even greater influence over the US economy than might otherwise be gathered from an overall analysis of headquarters location and relocation in America. New York continues to be the key corporate player in the US.

Likewise, Toronto’s strategic position is strong. The one weakness of Toronto, in the communication sector, is deep-rooted, as Montreal and other cities have always kept substantial influence in this sector, even as Toronto rose in prominence in many others. Continued observation over the coming years of strong communication headquarters cities like Vancouver (Telus – telecom.), Winnipeg (CanWest/Global – diversified media), and Montreal (BCE – telecommunications and media) will tell if regional strength in communication provides the basis for an eventual weakening of Toronto’s national dominance in other sectors. However, for the present, Toronto’s position appears to be robust based on its powerful presence in the other two strategic sectors investigated here.

Research of the second, sectoral growth premise demonstrated the recent evolution of the economies of the United States and Canada by ranking the study sectors according to their relative growth and decline from 1996 to 2004. The results indicate that a crucial change may have occurred in the 1990s, as Toronto appears to be no longer dominant in attracting the headquarters of Establishment businesses in expanding economic sectors. In part, this change relates to an evolution of the Canadian economy, as sectors that were based outside of Toronto and not growing as rapidly in past decades, including energy and resources, have risen in prominence. More research is needed on this regional factor in the development of the Canadian headquarters city system, not addressed in the present dominant-center study. However, balancing this observation, it should also be noted that past research showed that from 1970-1990 Toronto was able to gain headquarters in the growing sectors of the time, while allowing other cities to dominate among headquarters from declining sectors (Rice 1996). This is not the case today. The fact that Imperial Oil, a dominant firm in the most rapidly-growing Canadian sector, has chosen to relocate out of Toronto may be an important signal of change for the direction of Toronto’s headquarters momentum.

New York, in many ways, possesses a headquarters profile similar to Toronto’s. The study results show that New York’s headquarters are associated with both fast-growing sectors and declining sectors within the US economy. Indeed, as indicated in the strategic dominance investigation, New York and Toronto share some sectoral strengths (FIRE, business services). Table 7 also shows that the two cities share some relative weaknesses, such as in wholesaling. This close comparison, despite differences in national sectoral growth profiles, indicate that both New York and Toronto may be expected to shed headquarters in certain sectors while maintaining headquarters in the most strategic of sectors within the two national economies.

A final investigation, into the Next Wave premise, showed two areas of contrasting headquarters activity between New York and Toronto. First, the results indicated that Next Wave firms are oriented to different geographic spaces in the two cities. The suburban ring accounts for the majority of these firms in New York, while it is the central city that hosts most Next Wave firms in Toronto. Second, the results show that
New York is an important player within the US Next Wave, but by no means dominant, as the metropolitan area ranks second nationally to Washington, DC in total number of Next Wave firms. By contrast, Toronto leads as host location for Next Wave firms in Canada. Toronto dominates in its leadership, as it hosts 34.0% of all Next Wave firms in the country, versus 19.2% of firms in the second-ranked Vancouver region. Such results suggest that Toronto plays a much more central role to the functioning of the Canadian economy, especially relating to its renewal through generation of new businesses and industries, in comparison with New York and the US economy.

A number of areas for further research follow from these findings. First, the findings demonstrating concentration of certain sectors in the two nationally-dominant cities, and contrasting findings for other sectors with high levels of dispersion, highlight the need for more sector-specific research to investigate the locational factors that influence the geographic distribution of corporate headquarters. Such work is especially important for a sector like communication that appears to be so central to the economy of New York, but is decentralized within the Canadian economy. Second, following the research presented here, more attention needs to be paid to the geography of headquarters within the complex New York and Toronto regions. As the present work has found that the two cities have contrasting locational tendencies within the Next Wave group of companies, what might be found by further intra-regional study of companies by broad Establishment and Next Wave category, as well as by a more detailed investigation by sector? Lastly, these results suggest that further international analysis of the location of headquarters activity may be of value in providing insight into evolving corporate centers within each country. Indeed, in the present era of glocalization, analysis of both global and local scales is needed to more completely comprehend the forces that shape complexes of elite corporate activities.
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